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Abstract

This thesis aims at developing and implementing formal techniques that can prove the absence of security-related
vulnerabilities in software systems.We focus our attention on two notable cases: Regular Expression Denial of Service
attacks (ReDoS), and exploitable runtime errors. For each case, we first study the theoretical framework to precisely
characterize the vulnerability that we are considering. Then, we develop sound, automatic analyses, which can prove
the absence of the vulnerabilities without relying on user interaction or annotations. We pair our theoretical results
with practical implementations, which we consistently test on real-world examples.

Modern programming languages often provide functions to manipulate regular expressions in standard libraries.
If they offer support for advanced features, the matching algorithm has an exponential worst-case time complexity:
for some so-called vulnerable regular expressions, an attacker can craft ad hoc strings to force the matcher to exhibit
the exponential behaviour and perform a ReDoS attack. In the first part of this thesis, we put forward a novel tree
semantics for the regular expression matching procedure that precisely characterizes the behaviour of real-world
matching engines. By leveraging such a characterization, we formally define ReDoS vulnerabilities in terms of the
size of the matching trees. Then, we propose a sound analysis which extracts an overapproximation of the set of
words that can make the matching engine exhibit the exponential behaviour. We implemented our analysis in a tool
called RAT, and by comparing it to seven other detectors on a large set of 74,669 regular expressions, we found that
RAT is the only detector that does not raise false negatives. Furthermore, RAT is faster, often by orders of magnitude,
than most other tools.

Runtime errors that can be triggered by an attacker are sensibly more dangerous than others, as they not only
result in program failure, but can also be exploited and lead to security breaches. In the second part of this thesis, we
focus our attention on developing a technique able to rule out the existence of runtime errors that can be triggered by
an attacker. First, we introduce a novel property called safety-nonexploitability, which precisely characterizes the set
of programs whose correctness cannot be altered by an external user. Then, we give an alternative characterization
of safety-nonexploitability in terms of tainted (i.e., user-controlled) variables. By relying on this characterization, we
propose an analysis by abstract interpretation which combines a semantic taint analysis with a numeric analysis.
The numeric invariants inferred by the numeric domain enhance the precision of the taint analysis. To assess the
usefulness of our technique, we implemented our analysis for a large subset of C. We compared the regular analyzer
with the modified nonexploitability version on a large set of 77 real-world programs taken from the Coreutils package,
to which we added 13,261 test cases taken from the Juliet test suite. In our experiments, we found that our framework
can consistently prove that more than 70% of the alarms raised by the regular analyzer are not exploitable.
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Résumé

Cette thèse vise à développer et à mettre en œuvre des techniques formelles capable de prouver l’absence de vulnéra-
bilités liées à la sécurité dans les systèmes logiciels. Nous concentrons notre attention sur deux cas notables: les
attaques Déni de Service liées aux Expressions Régulières (ReDoS), et les erreurs à l’exécution qui peuvent être dé-
clenchées par un attaquant. Pour chaque cas, nous étudions d’abord le cadre théorique pour caractériser précisément
la vulnérabilité que nous considérons. Ensuite, nous développons des analyses sûres et automatiques, qui peuvent
prouver l’absence de vulnérabilités sans requérir d’interaction ou d’annotations de l’utilisateur.

Les langages de programmation modernes fournissent souvent des fonctions permettant de manipuler les expres-
sions régulières. Lorsqu’elles offrent une prise en charge de fonctionnalités avancées, l’algorithme de correspondance
a une complexité en temps dans le pire des cas exponentielle: pour certaines expressions régulières dites vulnérables,
un attaquant peut alors créer des chaînes ad hoc pour forcer le moteur de recherche d’expressions régulières à
présenter un comportement exponentiel et ainsi réaliser une attaque ReDoS. Dans la première partie de cette thèse,
nous proposons une nouvelle sémantique pour la procédure de correspondance des expressions régulières qui
caractérise précisément le comportement des moteurs de recherche d’expressions régulières réels. En exploitant
une telle caractérisation, nous définissons formellement les vulnérabilités ReDoS en termes de taille des arbres
de correspondance. Ensuite, nous proposons une analyse sûre qui extrait une surapproximation de l’ensemble des
mots pouvant entraîner un comportement exponentiel du moteur de recherche d’expressions régulières. Nous avons
implémenté notre analyse dans un outil appelé RAT, et en le comparant à sept autres détecteurs sur un large ensemble
de 74,669 expressions régulières, nous avons constaté que RAT est le seul détecteur à ne pas générer de faux négatifs.
De plus, RAT est plus rapide, souvent de plusieurs ordres de grandeur, que la plupart des autres outils.

Les erreurs à l’exécution pouvant être déclenchées par un attaquant sont sensiblement plus dangereuses que
d’autres, car elles entraînent non seulement un échec du programme, mais peuvent également être exploitées et
conduire à des violations de sécurité. Dans la deuxième partie de cette thèse, nous concentrons notre attention sur
le développement d’une technique capable de prouver l’absence d’erreurs à l’exécution pouvant être déclenchées
par un attaquant. Nous introduisons une nouvelle propriété appelée non-exploitabilité, qui caractérise précisément
l’ensemble des programmes dont la correction ne peut pas être altérée par un utilisateur externe. Ensuite, nous
donnons une caractérisation alternative de la non-exploitabilité en termes de variables teintées (c’est-à-dire contrôlées
par l’utilisateur). En nous appuyant sur cette caractérisation, nous proposons une analyse par interprétation abstraite
qui combine une analyse sémantique de teinte avec une analyse numérique. Les invariants numériques déduits par
le domaine numérique améliorent la précision de l’analyse de teinte. Pour démontrer l’utilité de notre technique,
nous avons implémenté notre analyse pour un large sous-ensemble de C. Nous avons comparé l’analyseur original
avec la version modifiée par la non-exploitabilité sur un grand ensemble de 77 programmes réels extraits du package
Coreutils, auxquels nous avons ajouté 13,261 cas de tests issus de la suite de tests Juliet. Dans nos expériences,
nous avons constaté que notre analyse peut systématiquement prouver que plus de 70% des alarmes soulevées par
l’analyseur original ne sont pas exploitables.
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Chapter 1

Introduction

Software systems are nowadays ubiquitous. Programs control safety-critical sys-
tems such as airplanes [1], emergency systems of nuclear power plants [2], and
car engines [3]. Furthermore, businesses use software to gather possibly sensitive
data from their users, and they are legally obliged to guarantee the secrecy of
such information [4]. The growing complexity of software systems progressively
increases the likelihood for programmers to introduce software errors. Programs
with bugs can lead to huge economic losses [5, 6, 7], and, in some cases, they can
even result in loss of human lives [8, 9].

Recent advancements in artificial intelligence saw the rise of large language
models (LLMs). These systems are capable of writing software starting from a
specification written in natural language. Conversational agents such as OpenAI’s
ChatGPT [10] and Google’s Gemini [11] have been attracting a lot of attention from
the public recently, and their use is becoming increasingly integrated into people’s
everyday lives. Some LLMs are specifically designed to write computer programs:
Github Copilot [12] is an AI-based coding assistant that integrates into IDEs and
assists the programmer during the development process. Github Copilot has cur-
rently over 1 million paid subscribers in over 37,000 organizations [13]. However,
there is growing evidence that AI-generated code introduces at least as many
bugs as programmers [14, 15, 16, 17]. In this scenario, it is paramount to employ
techniques to find software errors early in the development cycle.
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4 CHAPTER 1. INTRODUCTION

1.1. Approaches to reliable software

In order to find bugs before deploying an application, programmers use software
engineering techniques such as testing. The correct behaviour of a program is
tested for a finite–and often relatively small–number of inputs, and assertions in
the test suite check the functional correctness of a piece of code. As every test case
has to be manually written by the programmer, this technique is time-consuming.
Furthermore, exhaustively testing all the possible program inputs is not feasible, so
that the correctness is checked only for a small, hopefully representative, portion
of the input space. As Dijkstra famously remarked “testing can be quite effective
for showing the presence of bugs, but is hopelessly inadequate for showing their
absence” [18].

During recent years, language-based techniques to enhance software reliability
have begun to gain some traction. Strong type systems are nowadays common, and
widely-used modern programming languages such as Scala [19], Rust [20], and
Swift [21] adopt a strict typing discipline. Relevant properties such as null-safety
(i.e., the absence of null-pointer dereferences) can be guaranteed at compile-time
by strong type systems, and their use is increasingly popular. Another significant
example of property that can be guaranteed at compile-time ismemory safety in
non-garbage collected languages, which has been recently popularized by the Rust
programming language. While these strong type systems prevent some failures to
occur, they cannot completely rule out the existence of all errors, which is beyond
the scope and capabilities of those systems.

Although testing and a strong typing discipline can prevent some errors to
occur, they cannot ultimately eliminate all bugs. On the other hand, formal methods
provide strongmathematical guarantees about the correctness of software. By rely-
ing on a precise mathematical model of the programs’ behaviour, formal methods
can reason about the semantics of software systems, and this makes it possible to
prove properties of programs. However, Rice’s undecidability theorem [22] states
that all non-trivial program properties are undecidable, and poses a major chal-
lenge to program verification. To elude Rice’s theorem, formal method techniques
sacrifice either completeness (all true facts are provable), soundness (the conclusions
about programs are always correct under suitable explicitly stated hypotheses), or
automation (proofs are carried out by a computer).
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Deductive methods produce proofs of correctness, but ultimately require user
interaction. This approach makes it possible to prove strong properties of pro-
grams, such as functional correctness with respect to a specification. Even if proof
assistants help the user with hints and strategies to carry out a proof, this process
cannot be ultimately fully automatized.

Symbolic execution techniques perform an abstract execution of programs by
assuming symbolic variables for the unknown values, and propagate them during
the analysis. The collected constraints are precise, and canbe solved to determine if
an arbitrary assertion is violated (e.g., absence of runtimeerrors). Since thenumber
of feasible execution paths grows exponentiallywith the size of programs, symbolic
execution techniques have sometimes to trade soundness for performance [23].

Model checking restricts the verification problem to decidable fragments of
languages [24] and produces correctness proofs automatically. Clarke et al. [25]
apply bounded model checking to prove the correctness of ANSI-C programs. Their
approach unwinds loops and function calls up to a threshold, which implies that
behaviours beyond such a threshold are not considered.

Abstract interpretation [26] is a formal technique to automatically prove the
correctness of software systems. Abstract interpreters, i.e., analyzers that rely on
abstract interpretation theory, run an abstract execution on programs and collect
an overapproximation of the reachable states. In a single run, they consider all
concrete executions, to which they necessarily add some spurious, hopefully irrel-
evant, ones. While analyses derived from the abstract interpretation framework
are not complete (i.e., they can present false positives), once the analyzer classifies a
program as safe, then there is a strong mathematical guarantee about the correct-
ness of the system (i.e., false negatives are forbidden). Abstract interpreters target
specific kinds of formally defined undesirable behaviours, and can only ensure
the absence of these errors (e.g., index out-of-bounds, null pointer dereferences).
During the years, many static analyzers based on abstract interpretation theory
have been developed. For example, the ASTRÉE [27] analyzer is a commercial static
analysis tool specifically designed to verify the correctness of large embedded
safety-critical software written in C. The analyzer was able to prove the absence of
runtime errors in the flight control codes of the Airbus fly-by-wire systems. More
recently, the FRAMA-C abstract interpretation plugin has been used to analyze
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software that manages nuclear power plants [28].

1.2. The challenges of cybersecurity

A particularly interesting class of software flaws is security-related vulnerabilities. In
non-safety critical applications, security vulnerabilities are often considered more
dangerous than runtime errors, despite a large class of security breaches being
caused by such errors [29]. For instance, banking applications employ an extensive
security audit process by cybersecurity experts to ensure that sensible financial
data is not leaked to unauthorized users [30, 31, 32]. Numerous companies sell
cybersecurity-related services, universities offer degrees in security, and virtually
every country’s government has established agencies specifically dedicated to
addressing cyber threats.

In order to find security vulnerabilities early in the development process, a
software system is tested with well-established techniques such as penetration
testing [33, 34] and code auditing by security experts. Nevertheless, similarly to run-
time errors, these techniques cannotmathematically guarantee that an application
is secure, making formal methods the only viable option for formally ensuring
security.

One of the main challenges that security poses to formal methods is mathemat-
ically defining when an application is secure. While programs that present classic
runtime failures such as null pointer dereferences and index out-of-bounds are
clearly wrong, it is more difficult to semantically classify programs as secure or not.
The reason is that security ranges over a wide spectrum of high-level properties,
including confidentiality (absence of secret information leakage), integrity (data re-
mains unaltered during storage, transmission, and processing), and authentication
(the entities that interact with the system can be reliably identified).

1.3. Contributions and outline

In this thesis, we put forward techniques based on formal reasoning to detect
security-related vulnerabilities. The analyses we propose are semantic, namely
grounded in the mathematical description of software systems’ behaviour. By
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reasoning on the concrete semantics, the techniques we propose are able to prove
the absence of security-related vulnerabilities. Part I gives an introduction to this work,
and in particular in Chapter 2 we provide the mathematical background used in
the rest of this thesis. In the remainder of this section, we outline the organization
of the rest of this manuscript.

1.3.1. Verification of security properties for regular expressions

In Part II of this manuscript, we focus our attention on proving the absence of Reg-
ular Expression Denial of Service attacks (ReDoS), a particular type of algorithmic
complexity attacks [35]. Matching engines in languages such as Python, JavaScript,
and Java employ algorithms with exponential worst-case time complexity in the
length of the string. An attacker can craft ad-hoc strings to exploit such vulnera-
bilities and make the matching engine exhibit the exponential behaviour. ReDoS
attacks are a vastly underestimated class of Denial of Service attacks, affecting
over 10% of Node.js-based web services [36]. Many well-known platforms such
as Stack Overflow [37], Cloudflare [38], and iCloud [39] have reported exponential
matching in their systems.

In Chapter 3, we give an introduction to regular expressions and automata.
Then, Chapter 4 introduces a formal semantics for regular expression matching,
which is then used to put forward a sound analysis for ReDoS vulnerabilities.
If our algorithm classifies a regular expression as safe, then there is a strong
mathematical guarantee about the fact that the exponential behaviour cannot be
triggered. In order to assess the usefulness of our technique, we implemented it in
a tool called RAT [40]. In Chapter 5 we compare our analyzer to seven other ReDoS
detectors on a large dataset of 74,669 regular expressions. In our experiments,
we observed that our implementation is the only ReDoS analyzer that does not
present false negatives. Furthermore, in the great majority of the test cases, RAT is
faster–often by orders of magnitude–than most other tools.

1.3.2. Verification of security properties for programs

In Part III of this thesis, we shift our focus to program analysis. A particularly in-
teresting class of runtime failures is those that can be triggered by an external user.
These errors aremore dangerous than those that cannot, as they could be exploited
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by an attacker and lead to security breaches such as Denial-of-Service attacks or
remote code execution. There are many well-known exploitable runtime errors
that led to sophisticated exploits. Among them, we find Code Red [41], the Morris
Worm [42], SQL Slammer [43], and Heartbleed [44]. Numerous companies identi-
fied exploitable runtime errors in their systems, including Meta [45], Apple [46],
and Google [47]. Microsoft recently published a report showing that consistently
over 20 years, around 70% of the security breaches that have been reported in
their systems are due to exploitable memory corruption [29]. In our work, we
are interested in proving the nonexploitability of a system, namely verifying the
absence of runtime errors that can be triggered by an attacker.

In Chapter 6 we give a lightweight introduction to program analysis by abstract
interpretation. Then, in Chapter 7 we put forward our framework for the nonex-
ploitability analysis. First,we introduce thenovel property of safety-nonexploitability,
which we show can be characterized in terms of semantically tainted (i.e., user-
controlled) variables. We leverage this characterization to design a sound analysis
by abstract interpretation capable of ruling out the presence of exploitable runtime
error. The analysis combines a semantic taint analysis–namely an analysis that
tracks the set of user-controlled variables–with a traditional value analysis. As a
result, the precision of the taint analysis is enhanced by the program invariants
inferred by the value domain. The analysis has the capability to label each warning
as security-critical or not, prioritizing the alarms by possible impact and there-
fore enhancing the usefulness of the analyzer. To evaluate the effectiveness of
our framework, in Chapter 8 we implement it for a large subset of C by relying on
MOPSA [48], a platform to build static analyses based on abstract interpretation.We
compare the regular analysis and our modified version on 77 real-world programs
taken from the Coreutils package. To them, we add 13,261 test cases from the Juliet
benchmarks [49]. We found that our analysis is able to consistently prove that more
than 70% of the alarms generated by the regular analyzer are not exploitable.

1.3.3. Contributions

In this work, we put forward techniques based on formal reasoning to rule out the
existence of security vulnerabilities in the context of both regular expressions and
program runtime errors. Our analyses can possibly raise false alarms, but once
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they classify a system as secure, then there is a strong mathematical guarantee
about the fact that there are no security breaches concerning the properties we
consider. We pair our theoretical frameworks with practical implementations,
which we consistently test on real-world examples. In this thesis, we claim the
following contributions:

• In Part II of this manuscript:

– We introduce a novel tree semantics to describe the behaviour of regu-
lar expression matching engines, and we leverage it to formally define
ReDoS vulnerabilities.

– We put forward a sound analysis that extracts an overapproximation of
the language of words that can cause an exponential ReDoS attack for a
regular expression.

– We implement the analysis in a tool called RAT. We also compare the
performance and the precision of RAT to seven other detectors. In our
evaluation, we find that RAT is on average one to two orders ofmagnitude
faster than most other approaches, while being strictly more expressive
than the others. More interestingly, RAT is the only detector that does
not report false negatives.

• In Part III of this manuscript:

– We introduce a novel property, safety-nonexploitability, and we give its
semantic characterization as a hyperproperty [50].

– Weput forward analternative characterizationof safety-nonexploitability
in terms of semantically tainted (i.e., user-controlled) variables.

– We introduce anewpractical,modular analysis by abstract interpretation
that combines a traditional value analysis with a taint analysis to prove
safety-nonexploitabilty.

– We implement our analysis and evaluate it on a large set of real-world C
programs. In our experiments, we found that our framework is able to
consistently prove that more than 70% of the alarms previously raised
by the regular analyzer are not exploitable.



10 CHAPTER 1. INTRODUCTION

The results described in Part II have been published in TASE 2022 [51], and
subsequently extended in Science of Computer Programming (2023) [52]. The
source code of the RAT analyzer is available on Github [40]. Part III of this thesis
is based on a paper that appeared in VMCAI 2024 [53]. An artifact is available on
Zenodo to replicate our experimental results [54]. The source code of the analyzer
is available on Gitlab [55].



Chapter 2

Mathematical Background

In this chapter, we study the mathematical background used in the rest of this
thesis. We start with basic set theory in Section 2.1, and we then proceed to order
theory in Section 2.2. Then, we study the theory of fixpoints in Section 2.3, which
is widely used in static analysis and verification.

2.1. Basics

Sets. Let X, Y and Z be three sets. The Cartesian product of X and Y is the set
X × Y ≜ { (x, y) | x ∈ X ∧ y ∈ Y }. The set X × X is sometimes denoted as X2. The
Cartesian product can be generalized to n-ary tuples, n ∈ N, as (x1, x2, . . . , xn) ∈
X1 × X2 × · · · × Xn, and Xn if X1 = X2 = · · · = Xn. The infinite Cartesian product of a
set X is X×X×· · · ≜ X∞. Sequences of arbitrary, but finite, length are elements in
X∗ ≜

⋃
n≥0 X

n, where X0 ≜ ∅. Finite sequences of length at least one are elements
in X+ ≜

⋃
n≥1 X

n. If x = x1, . . . , xn ∈ X1 × · · · × Xn is a tuple of length n, we define
πi : X1 × · · · × Xn → Xi as πi(x) ≜ xi for 1 ≤ i ≤ n. We denote by |X| the cardinality
(i.e., the number of elements) of X, and by ℘(X) its powerset (i.e., the set of subsets
of X, that is {X′ | X′ ⊆ X }). A partition P of X is a set of non-empty subsets of X,
called blocks, that are pairwise disjoint and the union of which gives X.

Relations. A relation R over two sets X and Y is a subset of X × Y , namely R ∈
℘(X × Y ). The composition of two relations R1 ∈ ℘(X × Y ), R2 ∈ ℘(Y × Z) is defined
as R1 ◦ R2 ≜ { (x, z) | ∃(x, y) ∈ R1 ∧ ∃( y, z) ∈ R2 }. A relation R ∈ ℘(X × Y ) is total if

11
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∀x ∈ X : ∃ y ∈ Y : (x, y) ∈ R. Let R be a relation on X2.

• R is reflexive if ∀x ∈ X : (x, x) ∈ R.

• R is transitive if ∀x1, x2, x3 ∈ X : (x1, x2) ∈ R ∧ (x2, x3) ∈ R =⇒ (x1, x3) ∈ R.

• R is symmetric if ∀x1, x2 ∈ X : (x1, x2) ∈ R ⇐⇒ (x2, x1) ∈ R.

• R is antisymmetric if ∀x1, x2 ∈ X : (x1, x2) ∈ R ∧ (x2, x1) ∈ R =⇒ x1 = x2.

If R is reflexive, transitive, and symmetric we say that R is an equivalence. If R
is reflexive, transitive, and antisymmetric we say that R is a partial order. If R is
reflexive and transitive we say that R is a quasiorder (or preorder).

Functions. A function is a relation R ∈ ℘(X × Y ) where any element of X is in
relation with at most one element of Y , that is ∀x ∈ X : ∀ y1, y2 ∈ Y : (x, y1) ∈
R ∧ (x, y2) ∈ R =⇒ y1 = y2. If f ∈ ℘(X × Y ) is a function from X to Y we write
f : X → Y . A function f : X → Y is partial if ∃x ∈ X : ∄ y ∈ Y : f (x) = y. A
function f : X → X where the domain and codomain coincide is sometimes called
an operator.

The composition of two functions f : X → Y and g : Y → Z is defined as
(g ◦ f )(x) ≜ g( f (x)). We define id : X → X as the identity function, namely id(x) ≜ x.
Let f : X → X be a function. For all n ∈ N we inductively define:

f n ≜

id if n = 0

f ◦ f n–1 if n > 0

We define the following classes of functions:

O(g) ≜ { f | ∃c1 : ∃n0 : ∀n ≥ n0 : f (n) ≤ c1 · g(n) }

Ω(g) ≜ { f | ∃c1 : ∃n0 : ∀n ≥ n0 : f (n) ≥ c1 · g(n) }

Θ(g) ≜ { f | ∃c1 : ∃c2 : ∃n0 : ∀n ≥ n0 : c1 · g(n) ≤ f (n) ≤ c2 · g(n) }

If f ∈ O(g), we write f = O(g).
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FIGURE 2.1. Examples of posets

2.2. Order theory

Posets. Posets are defined as sets equipped with a partial order.

Definition 2.1 (Poset)
A partially ordered set (poset) (X,⊑) is a set X equipped with a partial order
relation⊑∈ ℘(X × X).

Example 2.1 (Poset)
Let X be a set. Then, (℘(X),⊆) is a poset ordered by set inclusion. Observe
that there is no need for X to be a poset itself.

Let (X,⊑) be a poset. Two elements x1, x2 ∈ X are comparable if either x1 ⊑ x2
or x2 ⊑ x1 holds, and they are incomparable otherwise. Hasse diagrams are used to
graphically represent posets. In such diagrams, each element of X corresponds to
a vertex in the plane, and draws a segment that goes upward from one vertex x1 to
another vertex x2 whenever x1 ⊑ x2.

Example 2.2 (Hasse diagram)
Figure 2.1A-2.1B represent examples of posets. In particular, Figure 2.1A rep-
resents the poset ({ x0, x1, x2 }, { (x0, x1), (x0, x2) }), and Figure 2.1B represents
the poset ({ x0, x1, x2, x3 }, { (x0, x1), (x2, x3) }).

Lower and upper bounds. Let (X,⊑) be a poset and X′ ⊆ X be a subset of X. The
subset X′ has:

• An upper bound u iff u ∈ X and ∀x ∈ X′ : x ⊑ u
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• A least upper bound (lub) ⊔X′ iff ⊔X′ is an upper bound of X′ smaller than other
upper bounds of X′. We denote ⊔{x1, x2} as x1 ⊔ x2.

• A top element ⊤ iff⊤ = ⊔X ∈ X

• A lower bound l iff l ∈ X and ∀x ∈ X′ : l ⊑ x

• A greatest lower bound (glb) ⊓X′ iff ⊓X′ is a lower bound of X′ greater than other
lower bounds of X′. We denote ⊓{x1, x2} as x1 ⊓ x2.

• A bottom element ⊥ iff⊥ = ⊓X ∈ X

Lattices. Lattices are posets that require every nonempty finite subset to have a
lub and a glb.

Definition 2.2 (Lattice)
A lattice (X,⊑,⊔,⊓) is a poset where ∀x1, x2 ∈ X the lub x1 ⊔ x2 and the glb
x1 ⊓ x2 exist.

Complete lattices are lattices that additionally require every (possibly infinite)
subset to have a lub and a glb.

Definition 2.3 (Complete lattice)
A complete lattice (X,⊑,⊔,⊓,⊥,⊤) is a poset where ∀X′ ⊆ X the lub ⊔X′ and
the glb ⊓X′ exist. Complete lattices have a top element ⊤ ≜ ⊔X and a bottom
element⊥ ≜ ⊓X.

Example 2.3 (Lattices)
The posets in Figure 2.1A and Figure 2.1B are not lattices, as they do not have a
lub for every possible finite subset. Figure 2.2A represents a complete lattice
with a finite number of elements. The set (N,≤) (represented in Figure 2.2B)
is a lattice, but not a complete lattice: while every finite subset has a lub, ⊔N

does not exist. If we add∞ to N, we observe that (N ∪ {∞},≤) (represented
in Figure 2.2C) is indeed a complete lattice.
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FIGURE 2.2. Examples of lattices

CPOs. A chain C of a poset (X,⊑) is a subset of X such that any two elements are
comparable: C ⊆ X is a chain △⇐⇒ ∀x1, x2 ∈ C : x1 ⊑ x2 ∨ x2 ⊑ x1. An ascending
chain is a sequence x0, x1, . . . such that x0 ⊑ x1 ⊑ · · · ⊑ xn–1 ⊑ xn ⊑ · · · .

Example 2.4 (Infinite ascending chain)
Let fib(n) be the n-th Fibonacci number defined as follows.

fib(n) ≜

n if n = 0 or n = 1

fib(n – 1) + fib(n – 2) otherwise

The sequence (fib(i), i ∈ N) is an infinite ascending chain over (N,≤):

0 ≤ 1 ≤ 1 ≤ 2 ≤ 3 ≤ 5 ≤ 8 ≤ · · ·

Definition 2.4 (CPO)
A complete partial order (CPO) is a poset such that every chain has a lub.

Observe that the empty sequence ∅ is a chain, so that our definition of CPO
requires ⊔∅ to exist. For this reason, we state that ⊔∅ = ⊥. As a result, all our CPOs
have a bottom element⊥.

Monotonicity and continuity. Let f : X1 → X2 be a function between two posets
(X1,⊑1) and (X2,⊑2). We say that f is monotonic iff ∀x1, x2 ∈ X1 : x1 ⊑1 x2 =⇒
f (x1) ⊑2 f (x2). Continuity generalizes monotonicity: a function f : X1 → X2
between two CPOs (X1,⊑1,⊔1,⊥1) and (X2,⊑2,⊔2,⊥2) is continuous iff for every
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chain C ⊆ X1, the set { f (x) | x ∈ C } is a chain and the limits coincide f (⊔1C) =
⊔2{ f (x) | x ∈ C }.

2.3. Fixpoints

Fixpoints (namely elements such that f (x) = x for an operator f : X → X) are
fundamental to formally reason about the behaviour of programming languages.
In fact, the formal semantics (that is, a precise mathematical description of the
behaviour) of programming languages can be expressed as a least fixpoint. In this
section, we study fixpoints, giving sufficient conditions for their existence.

Definition 2.5 (Fixpoints)
Let (X,⊑) be a poset and f : X → X be an operator on X.

• x is a fixpoint of f iff f (x) = x

• x is a prefixpoint of f iff x ⊑ f (x)

• x is a postfixpoint of f iff f (x) ⊑ x

• fps( f ) ≜ { x | f (x) = x } is the set of fixpoints of f

• lfpx0 f ≜ min{ x ∈ fps( f ) | x0 ⊑ x }, if it exists, is the least fixpoint of f
greater than x0

• lfp f ≜ lfp⊥ f , if it exists, is the least fixpoint of f

• gfpx0 f ≜ max{ x ∈ fps( f ) | x ⊑ x0 }, if it exists, is the greatest fixpoint of f
smaller than x0

• gfp f ≜ gfp⊤ f , if it exists, is the greatest fixpoint of f

Observe that, in the general case, there is no guarantee that an operator f has
any fixpoint at all.

Example 2.5 (Fixpoints in Fibonacci’s sequence)
Figure 2.3A represents the first 6 elements of the Fibonacci sequence as
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FIGURE 2.3. Examples of operators

defined in Example 2.4. The set of fixpoints for fib is fps(fib) = { 0, 1, 5 }.

Example 2.6 (Operator with no fixpoints)
Figure 2.3B represents an operator g over the poset represented in Figure 2.2A,
where g ≜ { (x0, x1), (x1, x3), (x3, x2), (x2, x0) }. The operator g does not have
any fixpoint.

We now present two theorems that guarantee, under some assumptions, that
fixpoints do exist. The first, Tarski’s fixpoint theorem [56], relates the monotonicity
of an operator in a complete lattice with the existence of a least fixpoint.

Theorem 2.1 (Tarski’s fixpoint theorem [56])
Let f : X → X be a monotonic operator over a complete lattice
(X,⊑,⊔,⊓,⊥,⊤). Then, the set of fixpoints fps( f ) is a non-empty lattice. In
particular, lfp f exists, and it corresponds to the glb of the postfixpoints of f .

lfp f = ⊓{ x ∈ X | f (x) ⊑ x }

Thm. 2.1 is significant because it gives a precise characterization of the least
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fixpoint of a monotonic operator as the glb of its postfixpoints.

Example 2.7 (Tarski’s least fixpoint)
Consider fib : N ∪ {∞}→ N ∪ {∞} defined as follows:

fib(n) ≜


n if n = 0 or n = 1

fib(n – 1) + fib(n – 2) if n ∈ N \ {0, 1}

∞ if n =∞

Observe that (N ∪ {∞},≤,max,min, 0,∞) is a complete lattice, and fib is a
monotonic operator over it. Then, we can apply Tarski’s fixpoint theorem
and, by observing that the set of postfixpoints for fib is { 0, 1, 2, 3, 4, 5 }, obtain
the following:

lfp fib = min{ 0, 1, 2, 3, 4, 5 } = 0

Another theorem that not only guarantees the existence of the least fixpoint
of a function, but also expresses it as the limit of an iteration, is Kleene’s fixpoint
theorem [57].

Theorem 2.2 (Kleene’s Fixpoint Theorem [57])
Let f : X → X be a continuous operator over a CPO (X,⊑,⊔,⊥). Then, lfp f
exists, and the following holds.

lfp f = ⊔ { f i(⊥) | i ∈ N }

While Tarski’s theorem requires the operator to bemonotonic, Kleene’s fixpoint
theorem requires the operator to be continuous, which is a strictly stronger hy-
pothesis. On the other hand, Kleene’s theorem only requires a CPO, while Tarski’s
theorem requires a complete lattice. Furthermore, Kleene’s theorem gives a con-
structive definition for the least fixpoint of a continuous operator f as the limit of
an iteration. While the characterization is constructive, this does not directly lead
to an algorithm to compute the least fixpoint of f , as lfp f could be obtained after
an infinite number of iterations.
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Example 2.8 (Kleene’s least fixpoint computation)
Consider the CPO represented in Figure 2.4. We define the operator g as
follows: { (x0, x1), (x1, x2), (x2, x2), (x3, x4), (x4, x4) }, and we observe that g is a
continuous function. Figure 2.4 represents the first three Kleene’s iterates for
the function g. We observe that for all i ≥ 3, gi(x0) = x2. By applying Kleene’s
theorem, the following holds:

lfp g = ⊔ { gi(x0) | i ∈ N } = x2

The theory of fixpoints that we presented in this section is widely used in
various areas of computer science. For instance, StephenKleene introduced the star
operator of regular expressions (studied in Chapter 3), which can be expressed as an
infinite union of languages, or equivalently as the fixpoint of a continuous operator
over languages. Its existence is guaranteed byKleene’s theorem. Furthermore, both
Kleene’s and Tarski’s fixpoint theorems are fundamental to define the semantics
of programming languages. In fact, the behaviour of programming languages is
formally defined as the fixpoint of a transition function over sets of program states.
In Chapter 6 we formalize the behaviour of a simple programming language called
WHILE as the least fixpoint of the transfer function, and the existence of such a
fixpoint is guaranteed by the theorems presented in this section.
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Chapter 3

Regular Expressions and
Automata

In this chapter, we study a class of formal languages known as regular languages.
We start by giving a lightweight introduction to formal languages in Section 3.1,
and then we introduce regular expressions (Section 3.2) and finite automata (Sec-
tion 3.3).

3.1. Formal languages

In mathematics, computer science, and linguistics, a formal language consists of
words whose letters are taken from an alphabetΣ and are well-formed according to
a specific set of rules. The alphabet Σ of a formal language consists of symbols that
concatenate into strings of the language. Each string concatenated from symbols
of this alphabet is called a word, and the words that belong to a particular formal
language are sometimes called well-formed words or well-formed formulas. A
formal language is often defined by means of a formal grammar, such as a regular
grammar or context-free grammar, which consists of its formation rules. We now
describe these concepts more formally.

Let Σ be a finite set of symbols. A finite sequence of elements of Σ is called a
finite word. We denote the sequence (a1, a2, . . . , an) by mere juxtaposition:

a1a2 . . . an

23
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The set of words is endowed with the operation of concatenation product, which
associates to twowords u = a1 . . . an and v = b1 . . . bm theword uv = a1 . . . anb1 . . . bm.
We denote with ϵ the empty word. We denote by Σ∗ the set of words on Σ and
by Σ+ the set of nonempty words, that is Σ+ ≜ Σ∗ \ {ϵ}. A formal language, or
simply a language, is a subset of Σ∗. In what follows, we describe in detail the class
of languages known as regular. There are many classes of languages other than
the regular ones, such as context-free languages, context-sensitive languages, and
recursively enumerable languages [58, 59, 60]. In this work, we focus primarily on
regular languages and do not extensively discuss the others.

There are different equivalent ways to define regular languages. For instance,
they can be defined as the set of languages recognized by regular expressions [58].
An alternative (but, as we will show, equivalent) definition is that regular languages
are the class of languages recognized by finite automata (FAs). In the following
sections, we formally introduce these concepts.

3.2. Regular expressions

Regular expressions (sometimes referred as regexes) are defined as follows.

R ∈ R (Regular expressions)

R := ϵ | a ∈ Σ | (R1 | R2) | R1 · R2 (or R1R2) | R∗1

We extend regular expressions with the possibility to recognize the empty lan-
guage, namely the empty set of words, as follows.

R ∈ R⊥ (Empty regular expressions)

R := ϵ | a ∈ Σ | (R1 | R2) | R1 · R2 (or R1R2) | R∗1 | ⊥r

Observe that R ⊂ R⊥. Separating R from R⊥ is useful as empty regular expressions
are not usually implemented in real-world programming languages. Nevertheless,
R⊥ is important from a mathematical point of view, e.g., to make regular expres-
sions closed under intersection. Let a ∈ Σ. We define the language recognized (or
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accepted) by a regular expression R ∈ R⊥ as follows.

L(⊥r) ≜ ∅ (3.1)

L(ϵ) ≜ {ϵ} (3.2)

L(a) ≜ {a} (3.3)

L(R1 | R2) ≜ L(R1) ∪ L(R2) (3.4)

L(R1 · R2) ≜ L(R1) · L(R2) (3.5)

L(R∗1 ) ≜
⋃
i≥0

L(R1)i (3.6)

Example 3.1 (Regular expression)
The regular expression aba∗ recognizes the language { aban | n ≥ 0 }.

When two regular expressions R1 and R2 recognize the same language, we
write R1 =L R2. We can finally give the formal definition of regular languages, that
is the class of languages recognized by regular expressions.

Definition 3.1 (Regular language)
Let L ∈ ℘(Σ∗).

L is regular △⇐⇒ ∃R ∈ R⊥ : L(R) = L

It is sometimes useful to extend regular expressions with complement and
intersection constructors as follows.

R ∈ R+ (Extended regular expressions)

R := ϵ | a ∈ Σ | (R1 | R2) | R1 · R2 (or R1R2) | R∗1 | ⊥r | R1 ∩ R2 | R1

The last two constructors respectively correspond to the intersection and the
complement. They recognize the following language:

L(R1 ∩ R2) ≜ L(R1) ∩ L(R2) (3.7)

L(R1) ≜ Σ∗ \ L(R1) (3.8)

The new constructors do not increase the expressiveness of regular expressions,
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as regular languages are closed under complement and intersection [58]. This implies
that by intersecting two regular languages or complementing a regular language,
we still obtain a regular language. While extended regular expressions are exactly
as powerful as traditional regular expressions, they have been used in the literature
to put forward efficient algorithms to solve the language inclusion problem [61, 62]
(i.e., deciding whether L(R1) ⊆ L(R2) holds). In Chapter 5, we describe how we
take advantage of extended regular expressions to implement an efficient static
analyzer for Regular Expression Denial of Service (ReDoS) vulnerabilities [36].

Smart constructors [61, 62] can be used to reduce the size of regular expressions.
They are constructors that simplify the resulting regular expression when possible.
For instance, consider the alternative definition of the concatenation of two regular
expressions that ignores ϵ.

concat(R1,R2) ≜


R1 if R2 = ϵ

R2 if R1 = ϵ

R1 · R2 otherwise

(3.9)

The fundamental property that smart constructors must respect is the language
preservation, meaning that regular expressions built with smart and regular con-
structors must accept exactly the same language.

Some constructors that are commonly used for regular expressions in program-
ming languages are simply syntactic sugar for other basic constructors. Here we
present some widely-used ones.

R? ≜ R | ϵ (3.10)

R+ ≜ RR∗ (3.11)

[a – z] ≜ a | b | · · · | z (3.12)

[A – Z] ≜ A | B | · · · | Z (3.13)

[a – zA – Z] ≜ [a – z] | [A – Z] (3.14)

\d ≜ 0 | 1 | · · · | 9 (3.15)

\w ≜ \d | [a – zA – Z] | _ (3.16)

These constructors do not increase the expressiveness of regular expressions, but



3.2. REGULAR EXPRESSIONS 27

they are commonly used in real-world programs as they improve the readability of
the patterns.

The language membership problem consists in deciding whether a word belongs
to a language, namely decidingwhetherw ∈ L(R) holds forw ∈ Σ∗ andR ∈ R+. The
problem can be solved in linear time with respect to the length of the word [58],
and we further discuss the time complexity in Section 3.3. Regular expression
derivatives can be used to solve the language membership problem. In general,
given a symbol a, the derivative of a regular expression R with respect to a is a
regular expression that recognizes only those suffixes of strings with a leading a
accepted by R. Before formally defining derivatives, we define a helper function
ν : R+ → R+ that has the following property:

ν(R) =

ϵ if ϵ ∈ L(R)

⊥r otherwise
(3.17)

The function is defined as follows.

ν(ϵ) ≜ ϵ (3.18)

ν(a) ≜ ⊥r (3.19)

ν(⊥r) ≜ ⊥r (3.20)

ν(R1 | R2) ≜ ν(R1) | ν(R2) (3.21)

ν(R1 · R2) ≜ ν(R1) ∩ ν(R2) (3.22)

ν(R∗1 ) ≜ ϵ (3.23)

ν(R1 ∩ R2) ≜ ν(R1) ∩ ν(R2) (3.24)

ν(R1) ≜

ϵ if ν(R1) = ⊥r
⊥r if ν(R1) = ϵ

(3.25)

Let a, b ∈ Σ such that a ̸= b. We define the Brzozowski’s derivative [63] ∂a : R+ →
R+ with respect to the symbol a as follows.

∂a(ϵ) ≜ ⊥r (3.26)

∂a(a) ≜ ϵ (3.27)
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∂a(b) ≜ ⊥r (3.28)

∂a(⊥r) ≜ ⊥r (3.29)

∂a(R1 · R2) ≜ ∂a(R1) · R2 | ν(R1) · ∂a(R2) (3.30)

∂a(R1 | R2) ≜ ∂a(R1) | ∂a(R2) (3.31)

∂a(R∗1 ) ≜ ∂a(R1) · R∗1 (3.32)

∂a(R1 ∩ R2) ≜ ∂a(R1) ∩ ∂a(R2) (3.33)

∂a(R1) ≜ ∂a(R1) (3.34)

Example 3.2 (Brzozowski’s derivative)

∂a((a | a)∗) = ∂a((a | a)) · (a | a)∗

= (∂a(a) | ∂a(a)) · (a | a)∗

= (ϵ | ϵ) · (a | a)∗

=L (a | a)∗

The derivatives can be extended to words as follows. Let w ∈ Σ∗ and a ∈ Σ.

∂ϵ(R) ≜ R (3.35)

∂wa(R) ≜ ∂w(∂a(R)) (3.36)

Theorem 3.1 (Brzozowski’s theorem [63])
Let w ∈ Σ∗, R ∈ R+.

w ∈ L(R) ⇐⇒ ϵ ∈ L(∂w(R)) ⇐⇒ ϵ = ν(∂w(R))

Thm. 3.1 trivially leads to an algorithm to solve the language membership
problem for regular languages: first, compute the derivative of a regular expression
with respect to a word w, and then check if ν applied to the result is exactly ϵ.

3.3. Finite automata

We now introduce finite automata (FAs), which we will show recognize exactly
the same class of languages accepted by regular expressions. Automata can be
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q0 q1 q2
a b

a

A. Example of a DFA

q0 q1

q2

q3

a

b

b

a

a

a
B. Example of a NFA

FIGURE 3.1. Examples of FAs

deterministic or nondeterministic. A deterministic finite automaton (DFA) is a tuple
(Q, δ, i,F) where Q is a finite set of states, δ : Q × Σ → Q is the transition function,
i ∈ Q is the initial state, and F ⊆ Q is the set of final states. A nondeterministic finite
automaton (NFA) is a tuple (Q, δ, i, F) where Q is a finite set of states, δ ⊆ Q× Σ× Q
is the transition relation, i ∈ Q is the initial state, and F ⊆ Q is the set of final states.
Observe that the difference between a DFA and a NFA is that in the former δ is a
function, while in the latter δ is a relation. We represent automata as graphs where
the nodes correspond to the states, and the arcs between them are the transitions.
The node with an incoming arc that does not originate from any other node is the
initial state, while nodes with a double circle are the final states. Figures 3.1A-3.1B
represent examples of FAs.

Let q0, q1 ∈ Q, a ∈ Σ. If q1 ∈ δ(q0, a), then we write q0
a→ q1. Conversely, if

∄q2 ∈ δ(q0, a), then we write q0
a↛. If w ∈ Σ∗, then q0

w
⇝ q1 means that the state

q1 is reachable from q0 by following the word w. More formally, by induction on
the length of w: (i) if w = ϵ then q0

ϵ
⇝ q1

△⇐⇒ q0 = q1; (ii) if w = av with a ∈ Σ,
v ∈ Σ∗ then q0

av
⇝ q1

△⇐⇒ ∃q2 ∈ δ(q0, a) : q2
v
⇝ q1. The language accepted by the FA

A = (Q, δ, i, F) is defined as follows.

L(A) ≜ {w ∈ Σ∗ | ∃q f ∈ F : i
w
⇝ q f } (3.37)
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{q0} {q1} {q2, q3}

∅

a

b

b

a ab

a, b

FIGURE 3.2. DFA obtained with the subset construction from the NFA in Figure 3.1B

Example 3.3 (Finite automata)
Figure 3.1A represents a DFA, while Figure 3.1B represents a NFA. The two
automata recognize the same language, that is { aban | n ≥ 0 }.

When two automataA1 andA2 recognize the same language wewriteA1 =L A2.
As it turns out, it is possible to convert a NFA into a DFA using a well-known
technique called subset construction [58]. Let N = (QN, δN, iN,FN) be a NFA. We
denote as sub(N) ≜ (QD, δD, iD, FD) the DFA obtainedwith the subset construction,
where:

• QD is the powerset of QN, namely QD ≜ ℘(QN). Observe that if QN has n states,
QD will have 2n states. Often, many of these states are not reachable from the
initial state, so that they can be omitted.

• iD ≜ { iN }

• FD ≜ { S ∈ QD | S ∩ FN ̸= ∅ }

• For each set S ⊆ QN and for each symbol a ∈ Σ:

δD(S, a) ≜
⋃
q∈S

δN(q, a)
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Example 3.4 (Subset construction)
The automaton in Figure 3.2 is the DFA obtained by applying the subset
construction to the NFA in Figure 3.1B. The unreachable states have been
omitted.

The subset construction preserves the language recognized by the automaton,
so that NFAs and DFAs recognize the same class of languages.

Theorem 3.2 (Correctness of sub [58])
Let N be a NFA.

L(N) = L(sub(N))

NFAs that accept ϵ as a valid symbol for the transition relation are known
as ϵ-NFAs. As it turns out, it is possible to convert an ϵ-NFA into a DFA using
a construction similar to the subset construction. We first define the ϵ-closure
eclose of a state q0 in an ϵ-NFA E = (Q, δ, i, F) recursively as follows:

• Base: q0 is in eclose(q0).

• Induction: If a state q1 is in eclose(q0), and q2 ∈ δ(q1, ϵ), then q2 ∈ eclose(q0).

Let E = (QE, δE, iE, FE) be an ϵ-NFA. We denote as epsremove(E) ≜ (QD, δD, iD, FD)
the DFA where:

• All reachable states QD are ϵ-closed subsets of QE, namely QD is the set of
subsets S ⊆ QE such that S = eclose(S).

• iD ≜ eclose(iE)

• FD ≜ { S ∈ QD | S ∩ FE ̸= ∅ }

• δD(S, a) is computed, for all a ∈ Σ and S ∈ QD, as follows:

– Let S = { q1, . . . , qn }

– Let { q′1, . . . , q
′
m } =

⋃n
i=1 δN(qi, a)

– Then, δD(S, a) ≜
⋃m
j=1 eclose(q

′
j)

The construction preserves the language of the ϵ-NFA, which implies that
ϵ-NFAs and DFAs recognize the same class of languages.
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Theorem 3.3 (Correctness of epsremove [58])
Let E be an ϵ-NFA.

L(E) = L(epsremove(E))

NFAs with ϵ-transitions are commonly used when converting regular expres-
sions into automata. The well-known Thompson’s construction converts regular
expressions into ϵ-NFAs [58]. This method is not only useful from a theoretical
point of view, but it is used in real-world matching engines (such as RE2 [64]) to
convert regular expressions into automata, which are then used to perform the
matching [65]. The construction consists of a recursive procedure that builds an
ϵ-NFA with exactly one final state. In Figure 3.3 we present the construction. The
base cases in Figures 3.3A-3.3C are trivial, and the resulting automata have exactly
two states. The inductive cases in Figures 3.3D-3.3F rely on the inductive construc-
tion for subexpressions. The left state in the boxes represents the initial state in the
automaton built for a subexpression, while the right state is the final one. Figure 3.4
represents thompson(aba∗). The Thompson construction preserves the language
of the regular expressions.

Theorem 3.4 (Correctness of thompson [58])
Let R ∈ R⊥.

L(R) = L(thompson(R))

We showed that regular expressions can be converted into automata, so that
to prove that the two recognize exactly the same class of languages it is sufficient
to show that it is possible to convert automata into regular expressions while
preserving the accepted language. In order to do this, we describe a method called
state elimination [58]. The underlying idea is to interpret the transition labels in
a DFA as regular expressions, and keep eliminating states until we have only the
initial and final states. In this scenario, the language of the automaton is the union
over all paths from the initial state to any final state of the language formed by
concatenating the languages of the regular expressions along the path. Let q be the
state that we want to remove, let q1, . . . , qn be its predecessors, and let q′1, . . . , q

′
m be

its successors. We assume that q is not among its predecessors or successors. The
transition from the predecessor qi (for i ∈ { 1, . . . , n }) to q is denoted asRi ∈ R⊥, the
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q0 q1
ϵ

A. thompson(ϵ)

q0 q1

B. thompson(⊥r)

q0 q1
a

C. thompson(a)

q0

q1 thompson(R1) q2

q3 thompson(R2) q4

q f

ϵ ϵ

ϵ ϵ

D. thompson(R1 | R2)

q0 q1 thompson(R1) q2 q3 thompson(R2) q4 q fϵ ϵ ϵ

E. thompson(R1R2)

q0 q1 thompson(R1) q2 q fϵ ϵ

ϵ

ϵ

F. thompson(R∗)

FIGURE 3.3. Thompson construction
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q0 q1 q2 q3 q4 q5 q6 q7 q8 q9
ϵ a ϵ b ϵ ϵ a

ϵ

ϵ

ϵ

ϵ

FIGURE 3.4. Thompson’s automaton for aba∗

R1
R2

R3

R4

A. Generic two-states automaton

R1

B. Generic single-state automaton

FIGURE 3.5. Generic shapes of automata with one or two states

transition from q to its successor q′j (for j ∈ { 1, . . . ,m }) is denoted as R′j ∈ R⊥, and
the self loop from q to itself is denoted as S ∈ R⊥. If q has no self-loop, S is simply
⊥r. We can remove q from the set of states by introducing, for each predecessor
qi and each successor q′j a regular expression that represents all the paths that
start from qi, go through q, and reach q′j. This regular expression is RiS

∗R′j, which
is added, with the | operator, to the transition from qi to q′j. We can apply this
elimination strategy to a DFAD = (Q, δ, i, F) as follows:

• For each q f ∈ F, eliminate all the states but q f and i.

• If q f ̸= i, we obtain an automaton with only two states similar to the one in
Figure 3.5A. The language accepted by the automaton is (R1 | R2R∗4R3)

∗R2R∗4.

• If the start state is also accepting, we must perform a state elimination that gets
rid of every state but i. In this case, we obtain a single-state automaton similar
to the one in Figure 3.5B. The automaton accepts the language R∗1 .

• The resulting regular expression is the union (using the | operator) of all the
expressions derived with the described method.
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Example 3.5 (State elimination construction)
aba∗ is the regular expression resulting from applying the state elimination
method to the automaton in Figure 3.1A.

We denote as stateelim(D) the regular expression obtained by applying the
state elimination procedure to a DFAD. As it turns out, stateelim preserves the
language recognized by the automaton.

Theorem 3.5 (Correctness of stateelim [58])
LetD be a DFA.

L(D) = L(stateelim(D))

We now present the last conversion method from regular expressions into
automata that preserves the accepted language. Glushkov’s construction [66] is a
less-known algorithm to convert regular expressions into NFAs. Let R ∈ R⊥ be a
regular expression. We denote as glushkov(R) the NFA built with the following
steps:

1. Each symbol in the regular expression is renamed so that each letter occurs at
most once. This step is known as linearization, andwe denote asΣ1 the resulting
alphabet and as R1 the linearized regular expression.

2. Compute the following sets by induction on the structure of the regular expres-
sion:

• P(R1) ≜ { a ∈ Σ1 | aΣ∗1 ∩ L(R1) ̸= ∅ }

• D(R1) ≜ { a ∈ Σ1 | Σ∗1a ∩ L(R1) ̸= ∅ }

• F(R1) ≜ { ab ∈ Σ1 × Σ1 | Σ∗1abΣ
∗
1 ∩ L(R1) ̸= ∅ }

• N(R1) ≜ { ϵ } ∩ L(R1)

3. Construct a DFAD = (Q, δ, i, F) as follows:

• i is an artificial initial state.

• Create a state for each symbol in the new alphabet, and to them add i:
Q ≜ Σ1 ∪ { i }.

• For each a ∈ P(R1), add a transition i
a→ a.
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i a1 b2 a3
a1 b2 a3

a3

A. Glushkov’s DFA for aba∗

i a1 b2 a3
a b a

a

B. Glushkov’s NFA for aba∗

FIGURE 3.6. Example of Glushkov’s automaton for aba∗

• For each ab ∈ F(R1), add a transition a
b→ b.

• The set of final states is D(R1). If N(R1) = { ϵ }, then also i is final.

4. Build a NFA N by removing the linearization, replacing each symbol in Σ1 with
the original symbol in Σ.

Example 3.6 (Glushkov’s contruction)
Consider the regular expression aba∗. The linearized regular expression
is a1b2a∗3, and the linearized alphabet is { a1, b2, a3 }. P(a1b2a∗3) = { a1 },
D(a1b2a∗3) = { b2, a3 }, F(a1b2a∗3) = { a1b2, b2a3, a3a3 }, and N(a1b2ba∗3) = ∅.
Figure 3.6A represents the DFA obtained with the procedure described at
the third step of the construction, while Figure 3.6B represents the resulting
NFA for the Glushkov construction. Observe that in general automata built
using the Glushkov construction present nondeterministic transitions, even
though this is not the case in our example.

The Glushkov construction preserves the language of regular expressions.

Theorem 3.6 (Correctness of glushkov [66])
Let R ∈ R⊥.

L(R) = L(glushkov(R))

Using the results presented in this section, we can finally prove that finite
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Regular expressions
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thompson

epsremove

DFAs are ϵ-NFAs
stateelim

sub

DFAs are NFAs

glushkov

FIGURE 3.7. Language-preserving conversion methods between regular expres-
sions and finite automata

automata and regular expressions recognize the same class of languages. Fig-
ure 3.7 summarizes the language-preserving conversion methods between regular
expressions and finite automata.

Theorem 3.7 (Equivalance of automata and regular expressions)
Regular expressions, DFAs, NFAs, and ϵ-NFAs recognize the same class of
languages.

We now describe a procedure to decide the language membership for DFAs,
and we argue that it can be decided in linear time with respect to the length of
the input word. LetD = (Q, δ, i, F) be a DFA. The procedure member : Σ∗ → Q→ B

returns tt iff there is a path from the input state to a final state by matching the
input word inD. A word w ∈ Σ∗ is in L(D) iff member(w, i) = tt.

member(w, q) ≜



tt if w = ϵ and q ∈ F

ff if w = ϵ and q /∈ F

member(v, q′) if w = av and q a→ q′

ff if w = av and q a↛

(3.38)

The procedure considers the symbols in the input word: if there is a transition
from the current state to another by matching the first symbol, then we perform
a recursive call to member. If the input word is empty and q is a final state, then
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the word is accepted by the automaton. Since the procedure performs at most |w|
recursive calls, it runs inO(|w|) time, so that deciding whetherw is inL(D) is linear
in the length of w. This shows that the language membership problem for regular
languages can be decided in linear time with respect to the length of the word.

3.4. Conclusion

In this chapter, we formally defined regular languages as the class of languages
recognized by regular expressions. After introducing DFAs, NFAs, and ϵ-NFAs,
we argued that they all recognize the same class of languages, i.e., the regular
languages. Lastly, we showed that the language membership problem for this class
of languages can be decided in linear time in the length of the input word.



Chapter 4

Regular Expression Denial of
Service Vulnerabilities Analysis

Modern programming languages often provide functions to manipulate regular ex-
pressions in standard libraries. If they offer support for backreferences, thematching
algorithm has an exponential worst-case time complexity: for some so-called vul-
nerable regular expressions, an attacker can craft ad hoc strings to force the matcher
to exhibit an exponential behaviour and perform a Regular Expression Denial of
Service (ReDoS) attack. Interestingly, the vulnerable expressions do not even need
to include backreferences in order to present exponential matching. In this chap-
ter, we introduce a framework to prove the absence of this type of vulnerabilities
in regular expressions. Our approach is semantic, meaning that it is rooted in a
precise mathematical definition of the semantics of regular expression matching.
The framework we propose is sound: once a regular expression is determined to be
safe, then there is a strong mathematical guarantee about the absence of ReDoS
vulnerabilities.

In Section 4.1, we introduce ReDoS attacks, and argue that they are a highly
underestimated kind of Denial of Service attacks. Subsequently, in Section 4.2, we
describe in detail why regular expression matching in real-world programming
languages can generate such vulnerabilities despite the theoretical results from the
last chapter showing that regular expressionmatching is linear time. In Section 4.3
and Section 4.4 we introduce a framework based on a tree semantics to statically

39
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identify ReDoS vulnerabilities. In particular, we put forward an algorithm to extract
an overapproximation of the set of words that are dangerous for a regular expres-
sion, effectively catching all possible attacks. In Section 4.5 we discuss possible
extensions of this work, while in Section 4.6 we finally conclude by comparing
our framework to other existing approaches to ReDoS detection. The proofs of
the theoretical results are reported in Appendix A. This and the following chapter
are based on a work published at TASE 2022 [51], and subsequently extended in
Science of Computer Programming [52].

4.1. Motivation

Regular expressions are often used to verify that strings in programsmatch a given
pattern. Modern programming languages offer support for regular expressions in
standard libraries, and this encourages programmers to take advantage of them.
However, matching engines in languages such as Python, JavaScript, and Java
employ algorithms with exponential worst-case time complexity in the length
of the string. This is because backreferences extend the expressiveness of regular
expressions, and this comes at the cost of exponential matching in the worst case,
even for regular expressions that do not exploit such features. An attacker can
craft a string to force the matcher to exhibit the exponential behaviour to perform
a ReDoS attack, a particular type of algorithmic complexity attack [35]. In Section 4.2
we describewhy the cost of thematching can be exponential, andwe give examples
of some ReDoS vulnerabilities.

ReDoS attacks are vastly underestimated Denial of Service (DoS) attacks. In a
recent study of regular expressions usage, innearly 4,000Pythonprojects onGithub,
the authors find that over 42% of them contain regular expressions [67], while
in [36] the authors find that 10% of the Node.js-based web services they examined
are vulnerable to ReDoS. In this already harsh scenario, in [68] the authors find
that only 38% of the developers that they surveyed knew about the existence of
ReDoS attacks. Many well-known platforms observed such vulnerabilities in their
systems: among them, we find Stack Overflow [37], Cloudflare [38], and iCloud [39].
Since it is difficult to detect ReDoS vulnerabilities with manual inspection, it is
necessary to automate this process. However, for now, there is no practical and
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widely adopted solution to detect ReDoS vulnerabilities.

There are many different approaches to static semantics-based ReDoS detec-
tion [69, 70, 71, 72], and they are all based on automata frameworks. Due to the
difficulty in precisely modeling matching engines with automata, static analyzers
often report both false positives and false negatives. In contrast, dynamic ap-
proaches to ReDoS detection [73] can hardly be used in practice, since performing
dynamic testing on exponential algorithms can be excessively costly. Heuristics-
based syntactical analyzer [74, 75, 76, 77] try to detect vulnerabilities by matching
regular expressions against potentially dangerous patterns. However, these tools
do not offer guarantees about the quality of the results, often reporting both false
positives and false negatives.

In this chapter, we put forward a novel approach to statically detect ReDoS
vulnerabilities. We get rid of the complexities to represent the behaviour of match-
ing engines with automata by defining a tree semantics of the matching process.
Next, we leverage it to introduce an analysis that determines whether a regular
expression may be vulnerable or not. In particular, the analysis returns an overap-
proximation of the language of words that can cause exponential matching, being
effectively sound but not complete. Nevertheless, our experiments (see Chapter 5)
show that our approach reports a low number of false positives.

We focus on the most dangerous type of ReDoS vulnerability, namely when the
matching is exponential. To successfully perform an attack that exploits superlin-
ear but non-exponential matching, a malicious user must be allowed to insert very
large strings. Such attacks are considerably less dangerous than the case that we
consider.

Our technique not only eliminates the complexities related to using automata,
but also allows extracting the language of possibly dangerous words, being strictly
more expressive than most existing approaches. This expressiveness can be useful
in different scenarios: for example, existing matching engines can use our algo-
rithm to filter-out dangerous input strings. It is also possible to use the language of
dangerous words by combining our framework with a string analysis in order to
prove the absence of ReDoS vulnerabilities in real-world applications.
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4.2. Background

4.2.1. Regular expressionmatching in programming languages

The majority of modern programming languages offer support for regular expres-
sionmatching in their standard library.While languagemembership iswell-known
to be computable in linear time in the length of input strings for regular lan-
guages [58, 78] (see Section 3.2), matching engines designers often decide to in-
crease the expressivity of regular expressions by introducing backreferences [79, 80],
making the matching less efficient. Backreferences are constructs that match
the same text as previously matched in a pattern. For instance, consider the
Python regular expression (a*)b\1. The parentheses define a capturing group,
namely a pattern that, once matched, will be available to be referenced again
during the matching. The \1 is a backreference that matches exactly the same
sequence of characters matched in the first capturing group. As a result, the reg-
ular expression accepts the language { anban | n ≥ 0 }, which is a non-regular
context-free language [58]. Backreferences are radically different from other exten-
sions of classic regular expressions that do not change the expressive power (see
Section 3.2), as they cannot be converted into regular constructs. Matching engines
that support backreferences use backtracking algorithms, which have exponential
worst-time complexity. In fact, matching regular expressions with backreferences
is known to be an NP-hard problem [81].

Lookaround assertions are features that enable users to specify assertions on
the characters that will be matched (or have been matched) by a pattern. In case
the assertion is not respected by the input string, the match fails. As it turns out, it
is possible to express lookaround assertions by using only regular constructs, even
though this can be very costly. In fact, the size of a deterministic finite automaton
obtained from a regular expression with lookarounds can be, in the worst case,
doubly exponential in the size of the regular expression [82, 83, 84]. For this reason,
matching engines in mainstream languages support lookaround assertions with
simple backtracking algorithms without resorting to automata, and this comes at
the cost of exponential matching. Only recent advances showed that it is possible
to implement an efficient matching engine that supports lookaround assertions by
relying on oracle regular expressions [84]. However, these advancements have yet
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TABLE 4.1. Matching algorithms comparison

Algorithm Complexity Used in
Finite automata [58, 78] Linear Rust [85, 86], RE2 Engine [64]
Backtracking [79, 80] Exponential Javascript (V8 runtime) [87, 88],

Java [89, 90], PHP [91, 92],
Perl [93, 94] Python [95, 96],
Ruby [97, 98]

to be implemented in widely used matching engines. Consequently, mainstream
programming languages still rely on inefficient backtracking-based techniques to
support lookarounds.

Since in this work we target backtracking-based matching engines, in Sec-
tion 4.2.4 we introduce the pseudocode for the backtracking matching procedure.
As backreferences and lookarounds are, for the moment, not in the scope of our
analysis, we present a simple version of the matching procedure that does not con-
sider them. Observe that in Section 4.5 we outline some ideas for adding support
for those advanced features.

While the great majority of programming languages allow backreferences and
lookarounds, there exist some exceptions. For instance, Rust uses the techniques
based on finite automata [58, 78] described in Section 3.3 to guarantee superior
performance. This comes at the cost of forbidding backreferences and lookaround
assertions. The official Rust documentation reports “Backreferences and arbitrary
lookahead/lookbehind assertions are not provided. In return, regular expression
searching provided by this package has excellent worst-case performance” [86].
In Table 4.1 we report the two main approaches to regular expression matching,
their complexity with respect to the length of input strings, and some of the pro-
gramming languages and matching engines that use them. Observe that there are
also other approaches to regular expression matching, such as derivatives-based
matching [61, 63, 99] (see Section 3.2), but they are not widely used in matching
engines.

Observe that even if backreferences come at the cost of exponential match-
ing, there are various scenarios in which the enhanced expressiveness is highly
beneficial. An example is text editors, where programmers work on possibly large
code bases, and being able to express advanced patterns can greatly improve the
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1 import re
2 email_regex = r’^([0-9a-zA -Z]([ -.\w]*[0-9a-zA-Z])*@(([0 -9a-zA-Z

])+([-\w]*[0-9a-zA -Z])*\.)+[a-zA-Z]{2 ,9})$’
3 attack = ’a’ * 50
4 re.match(email_regex , attack)

FIGURE 4.1. Python program that matches a dangerous string against a vulnerable
regular expression

code editing speed. For instance, the popular Vim text editor [100] allows users
to use backreferences to search and replace complex patterns. Another relevant
case involves command line utilities, such as sed, that are specifically designed
to search, replace, and delete patterns in large chunks of text. In such situations,
the enhanced expressiveness greatly improves the capabilities and, therefore, the
usefulness of the tool. Furthermore, backreferences are part of the POSIX stan-
dard for regular expressions [101], which highlights the fact that such features
are well-established and unlikely to disappear from mainstream programming
languages anytime soon.

4.2.2. ReDoS vulnerabilities

The majority of programming languages that offer support for regular expres-
sions in standard libraries are vulnerable to ReDoS attacks. Figure 4.1 shows an
example of a Python program that matches a string with a vulnerable regular ex-
pression that validates email addresses. The regular expression is taken from the
Regexlib [102] database, and possibly many programmers used it. Executing the
program on a modern computer with a 4GHz Intel Core i7-4790K CPU takes more
than 24 hours. In Section 4.4, we give in-depth description of ReDoS vulnerabilities,
but here we informally introduce why this behaviour arises. Consider the input
string a50 and the subexpression ([-.\w]*[0-9a-zA-Z])*: a can be matched in
[-.\w]* or in [0-9a-zA-Z]. This implies that in ([-.\w]*[0-9a-zA-Z])* there are
four paths to match aa , eight for aaa, and in general 2n for an. Normally, the
matching engine accepts the first match, but here, as @ does not appear in the
string, it exhaustively explores all 250 paths before concluding that no match is
possible for a50 in the regular expression.

Most programming languages employ matching engines with exponential
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worst-time complexity to support backreferences and lookarounds [79, 80]. Since
our analysis is limited, for now, to classic regular expressions, we, as many other
analyzers, do not support such features. Nevertheless, our approach is sufficient to
analyze the great majority of regular expressions in real-world applications: in [67]
the authors found that in nearly 4000 Python projects, only 4% of the regular ex-
pressions use lookarounds and up to 0.4% use backreferences. Yet, recent surveys
determined that up to 10% of the web services they considered present ReDoS
vulnerabilities [36]. This highlights how programmers use vulnerable matching en-
gines while only occasionally taking advantage of advanced features, andmotivates
the need for a sound ReDoS analyzer even limited to classic regular expressions.

4.2.3. ReDoS detection

There are three main approaches to ReDoS detection:

Heuristics-based static detection. Heuristics-based static analyzers are tools that
try to determine whether a regular expression is vulnerable or not using
heuristics. They usually match the constructs of the input regular expression
against a set of potentially dangerous patterns. For instance, SAFE-REGEX [75]
checks that regular expressions do not present nested stars. By performing
simple syntactic checks, these tools are typically faster than others. On the
other hand, since they do not rely on formal semantics, they can report both
false positives and false negatives, often resulting in low-quality outcomes.
In our experimental evaluation in Chapter 5 , we demonstrate that these tools
produce unsatisfactory results. The tools SAFE-REGEX [75], REGEXPLOIT [76],
and REDOS-DETECTOR [77] are examples of heuristics-based static analyzers.

Semantics-based static detection. There aremanyapproaches to semantics-based
static ReDoS detection [69, 70, 71, 72], and they all rely on automata. In those
frameworks, regular expressions are first transformed into automata, which
are then analyzed to determine whether they are vulnerable or not. Themain
problem is that transforming regular expressions into automata can remove
or inject vulnerabilities. This is often a source of both false positives and false
negatives. We discuss semantics-based static analyzers based on automata
in detail in Section 4.6, and we compare them to our approach which is also
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semantics-based, but operates on regular expressions instead of automata.

Dynamic detection. A dynamic analyzer generates strings that are fed to the
matching engine. Then, the tool measures the time for the matching and
determines whether a regular expression is vulnerable or not. These tools
are sensibly slower than static analyzers, because performing testing on
exponential algorithms can be excessively time-consuming. While it is possi-
ble to configure generic fuzzers, such as SLOWFUZZ [103], to detect ReDoS
vulnerabilities, in [73] the authors present RESCUE: a more precise gray-box
approach which leverages a genetic algorithm to efficiently generate input
strings.

As described in Chapter 5, in our experiments we find that heuristics-based
static analyzers raise a sensibly higher number of false positives and false negatives
compared to other approaches. Nevertheless, heuristics-based detectors are the
mostly used tools in practice. For instance, SAFE-REGEX [75] averages from 18,000
to 20,000 downloads per week on NPM [104].

4.2.4. Backtracking regular expressionmatching

In this section, we provide the pseudocode of the matching procedure. While it is
simple and concise, it models the concrete behaviour of realistic matching engines.
The pseudocode ignores details specific to a particular implementation, giving a
high-level description of the procedure. Our algorithm is a trivial adaptation of
the one presented in [89], which models Java’s matching engine. Classic textbooks
about regular expressions [79, 80] confirm that matching engines in standard
libraries employ a backtracking procedure for the matching. As backreferences
and lookarounds are, for the moment, not in the scope of our analysis, we present
a simple version of the matching procedure that does not consider them.

In what follows, we assume that regular expressions automatically remove ϵ in
the concatenation (this is known as a smart-constructor, see Section 3.2), so thatR ·ϵ
and ϵ · R are always simplified to R. This allows representing regular expressions
as they are implemented in programming languages, where ϵ cannot be inserted
by the user in the concatenation. We define two functions to deconstruct the



4.2. BACKGROUND 47

Algorithm 1:Matching algorithm pseudocode
1 function match(R : R,w : Σ∗,C : ℘(R))→ B
2 if R ∈ C then
3 return ff
4 switch (regex-head(R), regex-tail(R)) do
5 case (ϵ, ϵ) do
6 return w = ϵ

7 case (a,R1) do
8 if w = aw1 then return match(R1,w1, ∅)
9 else return ff
10 case (R1 | R2,R3) do
11 return match(R1R3,w,C) ∨ match(R2R3,w,C)
12 case (R∗1 ,R2) do
13 return match(R1R∗1R2,w,C ∪ {R

∗
1R2}) ∨ match(R2,w,C)

concatenation of a regular expression R.

regex-head(R) ≜

regex-head(R1) if R = R1R2

R otherwise
(4.1)

regex-tail(R) ≜

regex-tail(R1) · R2 if R = R1R2

ϵ otherwise
(4.2)

We define the function nstars : R→ N that returns the number of stars in a regular
expression as follows.

nstars(R) ≜


0 if R = a or R = ϵ

nstars(R1) + nstars(R2) if R = R1R2 or R = R1 | R2
1 + nstars(R1) if R = R∗1

(4.3)

In Algorithm 1, we present the matching procedure. The logic operators are
short-circuit: as soon as the input word is matched, the unexplored branches of the
regular expression are not considered. The behaviour of function match depends
on the first constructor in the concatenation of the regular expression, and the
remaining portion can possibly be ϵ. The algorithm is rather trivial, but it models
two important aspects of matching engines. First, it implements a prioritization
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mechanism that: (1) tries to expand the left branch before the right branch in
alternatives; (2) tries to match as many characters as possible in the body of the
stars. Second, the algorithm prevents infinite ϵ-matching loops. Consider (ϵ | a)∗:
if we remove line 3, the procedure keeps expanding the body of the star forever,
never consuming any character of the input string. To prevent this, when a star is
expanded, it is inserted in C, that is the set of stars that cannot be expanded again.
Initially, Cmust be the empty set. The stars are removed from C only when at least
one character is matched.

Observe that usually in matching engines the match is successful even if just
a prefix of the word matches the regular expression [79, 80], and this is known
as submatch or partial match semantics. We can easily model this behaviour by
appending Σ∗ at the end of regular expressions [70]. For the sake of simplicity and
without loss of generality, we assume that the match is successful only if the entire
word is matched (fullmatch semantics). Since real-world matching engines use
the partial match semantics, our implementation of the analysis (see Chapter 5)
assumes instead by default such semantics. The translation between the two simply
rewrites R ∈ R as RΣ∗.

4.3. Regular expressionmatching semantics

In this section, we first define a small-step operational semantics as a transition
relation between the configurations of the matching engine. We then use it to put
forward a tree semantics that precisely describes the steps performed during the
matching. Lastly, we use the semantics to formally define ReDoS vulnerabilities.

We extend R to represent whether a star has been expanded and not a single
character has been matched yet. The syntax of a regular expression R ∈ RT is
given by the following grammar.

R ∈ RT (Transitional regular expressions)

R := ϵ | a ∈ Σ | (R1 | R2) | R1 · R2 (or R1R2) | R∗1 | R
∗
1

It differs from traditional regular expressions for the closed star, namely R∗. It is a
star that cannot be expanded again in order to prevent infinite ϵ-matching loops.
We will formalize this concept with the transition relation. The closed stars avoid
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the necessity to keep a separate set of expressions (C in Algorithm 1) during the
matching: the information is implicitly included in the regular expression.

We call a pair in RT × Σ∗ ≜ Sr amatching engine state, and it describes the con-
figuration of the matching engine. The first component is the regular expression
that the matcher is expanding, and the second is the suffix of the input word that
still has to be matched. We define the function refresh : RT → R to transform the
closed stars back into regular stars as follows.

refresh(ϵ) ≜ ϵ (4.4)

refresh(a) ≜ a (4.5)

refresh(R1 | R2) ≜ refresh(R1) | refresh(R2) (4.6)

refresh(R1 · R2) ≜ refresh(R1) · refresh(R2) (4.7)

refresh(R∗1 ) ≜ refresh(R1)∗ (4.8)

refresh(R∗1 ) ≜ refresh(R1)∗ (4.9)

We define the set of actions as A ≜ {G#,H#,⊛,# } ∪ {⊚a | a ∈ Σ }. The actions
G# andH# denote when we expand, respectively, the left or the right branch of an
alternative, while⊛ and# correspond to expanding or ignoring a star construct.
Finally,⊚a represents the action to match a symbol a. Let a ∈ Σ and w ∈ Σ∗. We
can finally define the transition relation between states. It is not deterministic, but
sequences of actions will be ordered later in this section.

(a, aw) ⊚a−→ (ϵ,w) (4.10)

(aR1, aw)
⊚a−→ (refresh(R1),w) (4.11)

(R1 | R2,w)
G#−→ (R1,w) (4.12)

((R1 | R2)R3,w)
G#−→ (R1R3,w) (4.13)

(R1 | R2,w)
H#−→ (R2,w) (4.14)

((R1 | R2)R3,w)
H#−→ (R2R3,w) (4.15)

(R∗1 ,w)
⊛−→ (R1R∗1 ,w) (4.16)

(R∗1R2,w)
⊛−→ (R1R∗1R2,w) (4.17)

(R∗1 ,w)
#−→ (ϵ,w) (4.18)
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(R∗1R2,w)
#−→ (R2,w) (4.19)

The transition relation describes all possible choices of the matching engine ac-
cording to the state. Observe that with the ⊛ action the star becomes ∗, and it
cannot be expanded again until a character is matched. In fact, the transition
relation is not defined for R∗. After consuming a character of the input word, we
apply the function refresh to mark all stars as expandable. Observe that the tran-
sition relation describes all possible actions that Algorithm 1 might perform in a
particular state.

We now leverage the transition relation to define a tree semantics for thematch-
ing procedure. We begin by defining the set of execution traces for (R0,w0) ∈ Sr.

T((R0,w0)) ≜ { (R0,w0)
A1−→ (R1,w1)

A2−→ · · · An−→ (Rn,wn) |

∀i ∈ [0,n – 1] : Ai ∈ A and (Ri,wi)
Ai+1−→ (Ri+1,wi+1) } (4.20)

Example 4.1 (T((a∗, a)))

T((a∗, a)) = { (a∗, a),

(a∗, a) ⊛−→ (aa∗, a),

(a∗, a) ⊛−→ (aa∗, a) ⊚a−→ (a∗, ϵ),

(a∗, a) ⊛−→ (aa∗, a) ⊚a−→ (a∗, ϵ) #−→ (ϵ, ϵ),

(a∗, a) ⊛−→ (aa∗, a) ⊚a−→ (a∗, ϵ) ⊛−→ (aa∗, ϵ),

(a∗, a) #−→ (ϵ, a) }

We denote the last state of a trace t as ℓ(t) and we define the set of complete
execution traces as Tc((R,w)) ≜ { t ∈ T((R,w)) | ℓ(t) ↛ }. Observe that Tc((R,w))
represents all possible executions of the matching engine from (R,w) up to a state
in which it is not possible to continue.
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Example 4.2 (Tc((a∗, a)))

Tc((a∗, a)) = { (a∗, a)
⊛−→ (aa∗, a) ⊚a−→ (a∗, ϵ) #−→ (ϵ, ϵ),

(a∗, a) ⊛−→ (aa∗, a) ⊚a−→ (a∗, ϵ) ⊛−→ (aa∗, ϵ),

(a∗, a) #−→ (ϵ, a) }

We say that two traces are part of the same matching run if they have the same
initial state. To build the matching tree, we need to order the traces from the first
that will be explored to the last. Let t1, t2 be two complete execution traces in the
same matching run, and let (R1,w1) be the last state in the longest common prefix
between t1 and t2. We impose a lexical order ⊑ such that t1 ⊑ t2 iff the action
chosen by t1 after (R1,w1) is either G# or ⊛. This order assigns higher priority to
the traces that choose to expand the left branch of the alternative or to expand
the body of the star, which is the standard behaviour of matching engines. Let T
be a set of complete execution traces such that all of them are part of the same
matching run. We denote with O⊑(T) the sequence of traces in T ordered by⊑.

Example 4.3 ((O⊑ ◦ Tc)((a∗, a)))

(O⊑ ◦ Tc)((a∗, a)) = (a∗, a)
⊛−→ (aa∗, a) ⊚a−→ (a∗, ϵ) ⊛−→ (aa∗, ϵ),

(a∗, a) ⊛−→ (aa∗, a) ⊚a−→ (a∗, ϵ) #−→ (ϵ, ϵ),

(a∗, a) #−→ (ϵ, a)

Observe that (O⊑ ◦ Tc)((R,w)) corresponds to the ordered sequence of all com-
plete execution traces. During the concrete execution, some of them will never be
explored, because as soon as the state (ϵ, ϵ) is found, the procedure terminates.
We want to remove from (O⊑ ◦ Tc)((R,w)) those traces that appear after (ϵ, ϵ).
Let S = t1, t2, . . . , tn be a sequence of complete execution traces. We denote by
Fϵ(S) the sequence t1, t2, . . . , tk such that tk is the first trace for which it holds
that ℓ(tk) = (ϵ, ϵ). If there is no such trace, then k = n (i.e., there is an exhaustive
exploration of all the traces before failing).



52 CHAPTER 4. REDOS VULNERABILITIES ANALYSIS

(a∗, a)

(aa∗, a)

(a∗, ϵ)

(aa∗, ϵ) (ϵ, ϵ)

A. Representation of Ja∗K(a)

((a | a)∗, ab)

((a | a)(a | a)∗, ab)

(a(a | a)∗, ab) (a(a | a)∗, ab)

((a | a)∗, b) ((a | a)∗, b)

((a | a)(a | a)∗, b) (ϵ, b) ((a | a)(a | a)∗, b) (ϵ, b)

(a(a | a)∗, b) (a(a | a)∗, b) (a(a | a)∗, b) (a(a | a)∗, b)

(ϵ, ab)

B. Representation of J(a | a)∗K(ab)

FIGURE 4.2. Examples of matching trees

Example 4.4 ((Fϵ ◦ O⊑ ◦ Tc)((a∗, a)))

(Fϵ ◦ O⊑ ◦ Tc)((a∗, a)) = (a∗, a)
⊛−→ (aa∗, a) ⊚a−→ (a∗, ϵ) ⊛−→ (aa∗, ϵ),

(a∗, a) ⊛−→ (aa∗, a) ⊚a−→ (a∗, ϵ) #−→ (ϵ, ϵ)

Let S be a sequence of complete execution traces such that all of them are part
of the same matching run. We denote by . (S) the tree obtained by merging the
common prefixes in S.

Definition 4.1 (Matching tree semantics)
Let R ∈ RT and w ∈ Σ∗. Thematching tree semantics of R with respect to w is
given by the following tree.

JRK(w) ≜ (. ◦Fϵ ◦ O⊑ ◦ Tc)((R,w))

Example 4.5 (Matching tree)
Figure 4.2 represents some examples of matching trees. Figure 4.2A repre-
sents a tree in which the matching is successful, while in Figure 4.2B the
matching fails. One can reconstruct the steps carried out by the matching
engine by doing a depth-first left-to-right traversal of the semantic tree.

We denote the number of nodes in a tree t with |t| and its set of leaves as
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leaves(t). We define the language recognized by R ∈ RT as follows.

L(R) ≜ {w ∈ Σ∗ | (ϵ, ϵ) ∈ leaves(JRK(w)) } (4.21)

We now give the definition of ReDoS vulnerability, using the one that firstly ap-
peared in [71], but adapted to our semantics.

Definition 4.2 (ReDoS Vulnerability)
Let R ∈ R and n ∈ N.

MR(n) ≜ max{ |JRK(w)| | w ∈ Σ∗, |w| ≤ n }

We say that R has a ReDoS vulnerability iffMR ∈ Ω(2n).

Observe that we characterize ReDoS vulnerabilities in terms of the matching
trees’ size, while in practice we are interested in the execution time for thematching
procedure. It is sufficient to observe thatmatching engines explore, one at the time,
all the states in thematching tree, so that there is a direct correspondence between
the size of matching trees and the execution time for the matching procedure.

Example 4.6 (ReDoS vulnerability)
The regular expression (a | a)∗ presents a ReDoS vulnerability. Consider the
word anb: the first a can be matched both in the left or in the right branch
of the alternative. This implies that there are four possibilities to match the
second a, namely by expanding left-left, left-right, right-left or right-right. In
general, there are 2n possible expansions to match an. All of them will be
explored because the suffix b causes the match to fail, thereby forcing the
engine to expand all of them.

The following lemma formalizes the intuition that the length of input words is
an upper bound for the height of matching trees.

Lemma 4.1 (Height of matching tree)
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Let R ∈ RT,w ∈ Σ∗, and h be the height of JRK(w).

h = O(|w|)

In this section, we put forward a small-step operational semantics that formal-
izes the behaviour of matching engines. Similarly to trace semantics for programs,
our semantics describes the behaviour of a regular expression in terms of a set of
trees (one for each word). As we show in the next section, by relying on a precise
mathematical description of the regular expression semantics, it is possible to
reason on the behaviour of all possiblematching runs. This opens the possibility to
prove properties of the behaviour of regular expressions, similarly to how program
analysis techniques prove properties of programs.

4.4. ReDoS vulnerabilities detection

In this section, we describe a framework to statically detect exponential ReDoS
vulnerabilities. The analysis we propose derives from a regular expression an
overapproximation of the set of dangerous words, namely those that can possibly
cause an exponential ReDoS attack. The analysis is sound but not complete: any true
vulnerabilitywill be reported, but the algorithmcan occasionally raise false positives
(i.e., harmless regular expressions can be considered dangerous). Nevertheless,
as discussed in Chapter 5, our experiments show that in practice our approach is
precise and reports only 49 false positives over 74,669 regular expressions.

Intuitively, there is an exponential ReDoS vulnerability in a star if it is possible
to match a word with at least two different traces. Consider (a | a)∗: a is matched
in two traces by expanding the left or the right branch of the alternative. This
implies that there are four traces to match aa, eight for aaa and in general 2n for an.
Nevertheless, J(a | a)∗K(an) is not an exponential tree, because the match succeeds
after expanding the left branch of the alternative n times. By appending a character
that makes the match fail after an, an attacker can force the matching engine to
explore all traces, effectively performing a ReDoS attack. This is the reason why
|J(a | a)∗K(anb)| = Θ(2n) (see Example 4.6).

First, we define a functionM2 : RT → Σ∗ to extract the set of words that are
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Algorithm 2: ComputeM2(R)
1 function M2(R : R)→ R⊥

2 return M2-rec(R, ∅)
3 function M2-rec(R : RT,E : ℘(RT))→ R⊥

4 if R ∈ E then
5 return⊥r
6 switch (regex-head(R), regex-tail(R)) do
7 case (ϵ, ϵ) ∨ (R∗1 ,R2) do
8 return⊥r
9 case (a,R1) do
10 return a · M2-rec(refresh(R1),E)
11 case (R1 | R2,R3) do
12 inter← R1R3 ∩�ϵ R2R3
13 left ← M2-rec(R1R3,E)
14 right← M2-rec(R2R3,E)
15 return inter | left | right
16 case (R∗1 ,R2) do
17 inter← R1R

∗
1R2 ∩�ϵ R2

18 left ← M2-rec(R1R∗1R2,E ∪ {R})
19 right← R∗1 · M2-rec(R2,E)
20 return inter | left | right

matched in at least two traces in a regular expression R.

M2(R) ≜ {w ∈ Σ+ | ∃t1, t2 ∈ Tc((R,w)) : t1 ̸= t2 and ℓ(t1) = ℓ(t2) = (ϵ, ϵ) }

In the analysis, we use M2, and since it is a possibly infinite language we
need an algorithm to compute a finite representation of it. The function M2 in
Algorithm 2 returns a regular expression R1 ∈ R⊥ such that L(R1) = M2(R). In
Algorithm 2, we compute the intersection of two regular expressions R1,R2 ∈ RT

that does not include ϵ, and we denote it by R1 ∩�ϵ R2. It can be computed as
remove-eps(R1) ∩ remove-eps(R2), where remove-eps : RT → R⊥ removes ϵ from
the language of input expressions. The procedure is depicted in Algorithm 3.

To ensure termination, we keep track of which stars have already been ex-
panded with the parameter E. When a regular expression, in which the first con-
struct is a star, is encountered for the second time, the function returns⊥r. This
guarantees that any star will be expanded exactly once. Observe that the closed
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Algorithm 3: Remove ϵ from L(R)
1 function remove-eps(R : RT)→ R⊥

2 switch (regex-head(R), regex-tail(R)) do
3 case (ϵ, ϵ) ∨ (R∗1 ,R2) do
4 return⊥r
5 case (a,R1) do
6 return a · (refresh(R1))
7 case (R1 | R2,R3) do
8 return remove-eps(R1R3) | remove-eps(R2R3)
9 case (R∗1 ,R2) do
10 return remove-eps(R1R∗1R2) | remove-eps(R2)

stars and the parameter E serve different purposes: the first guarantees termina-
tion during the concrete execution to avoid infinite ϵ-matching loops; the second
guarantees termination of the M2-rec function.

Theorem 4.1 (Correctness of M2)
Let R ∈ R.

L(M2(R)) =M2(R)

Example 4.7 (M2((a | a)∗))
Consider M2((a | a)∗), that initially invokes M2-rec((a | a)∗, ∅). First, (a | a)(a |
a)∗ ∩

�ϵ
ϵ =L ⊥r is returned; then, the recursive call M2-rec(ϵ, ∅) immedi-

ately terminates and returns⊥r as well. The most interesting recursive call is
M2-rec((a | a)(a | a)∗, {(a | a)∗}), where the first construct in the concatenation
is an alternative. The function computes and returns the nonempty intersec-
tion a(a | a)∗ ∩

�ϵ
a(a | a)∗ =L a+. Next, the algorithm invokes M2-rec(a(a |

a)∗, {(a | a)∗}), which then calls M2-rec(refresh((a | a)∗), {(a | a)∗}). Since
refresh((a | a)∗) = (a | a)∗ and (a | a)∗ is in E, the algorithm terminates at
line 5. To summarize, M2((a | a)∗) recognizes the language a+, which is exactly
M2((a | a)∗).

Example 4.8 (Nested stars and ReDoS vulnerabilities)
Heuristics-based tools often classify as dangerous regular expressions that
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have nested stars. In this example, we show how this pattern implies that the
language of words that can be matched in at least two traces is non-empty.
Consider the regular expression (a∗)∗ and the word aa. After matching the
first character a, the matching engine reaches the state (a∗(a∗)∗, a), as shown
by the following partial trace:

((a∗)∗, aa) ⊛−→ (a∗(a∗)∗, aa) ⊛−→ (aa∗(a∗)∗, aa) ⊚a−→ (a∗(a∗)∗, a)

In this configuration, it is possible to match the subsequent character a by
expanding either the left or the right star:

(a∗(a∗)∗, a) ⊛−→ (aa∗(a∗)∗, a) ⊚a−→ (a∗(a∗)∗, ϵ)

(a∗(a∗)∗, a) #−→ ((a∗)∗, a) ⊛−→ (a∗(a∗)∗, a) ⊛−→ (aa∗(a∗)∗, a) ⊚a−→ (a∗(a∗)∗, ϵ)

This implies that the language of words that can be matched in at least two
traces is non-empty. In general, nested stars can lead to this type of configu-
ration in which words can be matched in two different concatenated stars.
This implies that the regular expression might be dangerous, justifying the
decision of heuristics-based tools to classify regular expressions with nested
stars as vulnerable.
When analyzing (a∗)∗, after three recursive calls, M2-rec reaches the regular
expression a∗(a∗)∗ and returns a∗ ∩

�ϵ
(a∗)∗ =L a+. This expression is then

concatenated to the prefix that makes it possible to reach the configuration
a∗(a∗)∗, namely a. Overall, the language of words that can be matched in at
least two different traces is a · a+.

Intuitively, if there is no word that is matched in two different traces, there is
no ambiguity, and the matching is linear in the length of the input words in the
worst case. In Lemma 4.2, we formalize this intuition.

Lemma 4.2 (Linear matching with no ambiguity)
Let R ∈ RT.

M2(R) = ∅ =⇒ |JRK(w)| = O(|w|)

To understand how we take advantage of M2, consider a regular expression R∗
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such that M2(R∗) ̸=L ⊥r. In this case, the set of words that are matched with at
least two traces in R∗ is not empty. Let w ∈ L(M2(R∗)). Since from R∗ there are
two traces to match w, then there are four traces to match w2, eight for w3, and
in general 2n for wn. Furthermore, for all n ≥ 1, wn ∈ L(M2(R∗)). This implies
that the words in M2(R∗) are possibly matched in an exponential number of traces.
To have an exponential matching tree, all of them must be explored. Let S ∈ R,
and consider the case in which wn is matched with R∗S. By concatenating wn

with a suffix s that causes the match to fail, it is possible to force the procedure to
exhaustively explore all traces, effectively resulting in an exponential matching
tree. The language of suffixes that make the match fail is the language of words not
accepted by R∗S, namely R∗S. This is the key insight of our analysis, namely that
M2(R∗) ·R∗S accepts an overapproximation of the language of words dangerous for
R∗S that can cause exponential matching in R∗.

With this intuition, we define the analysisE : R×R×R→ R⊥ such thatE(R,P, S)
recognizes an overapproximation of the set of words dangerous for the regular
expression P · R · S that can cause exponential matching in R.

Definition 4.3 (ReDoS analysis)
Let R,P, S ∈ R.

E : R× R× R→ R⊥

E(R,P, S) ≜



⊥r if R = ϵ or R = a

E(R1,P, S) | E(R2,P, S) if R = R1 | R2
E(R1,P,R2 · S) | E(R2,P · R1, S) if R = R1 · R2
P · R∗1 · M2(R

∗
1 ) · R

∗
1 · S | E(R1,P · R

∗
1 ,R
∗
1 · S) if R = R∗1

Initially, the analysis must be invoked as E(R, ϵ, ϵ). It recursively explores R,
accumulating the prefixes and the suffixes of the portion that it is considering
in P and S. When E encounters a star, in addition to calling E recursively on the
regular expression under the star, it also returns P ·R∗1 · M2(R

∗
1 ) ·R

∗
1S. As discussed

previously, M2(R∗1 )R
∗
1S recognizes an overapproximation of the language of words

dangerous for R∗1S that can cause exponential matching in R∗1 . The first construct
P ·R∗1 in the expression accepts the language of words that the analysis determined
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to be a prefix of R∗1S. Later in this section, we prove that the words in E(R, ϵ, ϵ) are
a sound overapproximation of the words that are dangerous for R, and we also
provide an example where the analysis loses precision.

We can perform an emptiness check on E(R, ϵ, ϵ) to determine if there are
dangerous words. If the language is empty, then R is not vulnerable; otherwise, we
have a sound overapproximation of the words that can lead to ReDoS attacks.

Example 4.9 (ReDoS analysis)
Consider E((a | a)∗, ϵ, ϵ).

E((a | a)∗, ϵ, ϵ) = (a | a)∗ · M2((a | a)∗) · (a | a)∗ | E(a | a, (a | a)∗, (a | a)∗)

=L (a | a)∗ · a+ · (a | a)∗ | ⊥r
=L a+ · a∗

In this case, the analysis determined that (a | a)∗ is vulnerable to arbitrary
large sequences of as that are followed by any nonempty word not composed
of a’s only. Observe that, effectively, |J(a | a)∗K(anb)| = Θ(2n).

The following soundness theorem provides a strong guarantee that if the analy-
sis of R returns an empty regular expression, then the size of any matching tree is
at most polynomial in the length of the input word. More precisely, thematching is
at most polynomial in the number of stars that syntactically appear in the regular
expression.

Theorem 4.2 (Soundness of ReDoS analysis)
Let R ∈ R.

E(R, ϵ, ϵ) =L ⊥r =⇒ |JRK(w)| = O(|w|nstars(R))

In Appendix A we give the detailed proof of Thm. 4.2, and here we give the
intuition. The idea is that, if E(R, ϵ, ϵ) is empty, then we can bound the width of
any matching tree for R to O(|w|nstars(R)). Since the height of matching trees is
linear in the length of input words (see Lemma 4.1), we can observe that the whole
matching tree has size at most polynomial in |w|nstars(R).
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Example 4.10 (Loss of precision in ReDoS analysis)
Some patterns in regular expressions can cause a loss of precision in the
analysis. Consider as example Σ∗ | (a | a)∗ and observe how the matching
procedure never explores the right (dangerous) branch of the outermost
alternative. However, since the analysis does not consider the order in which
the branches are explored (they are merged with the | constructor), it returns
a non-empty attack language:

E(Σ∗ | (a | a)∗, ϵ, ϵ) = E(Σ∗, ϵ, ϵ) | E((a | a)∗, ϵ, ϵ) =L a+a∗

While our analysis can raise false positives, our experiments show that over
74,669 regular expressions taken from real-world use cases, this happens only
in 49 instances. This shows that patterns that can make our analysis lose
precision rarely occur in practice.

The fact that the analysis returns the language of dangerouswords can be useful
in different scenarios. For example, it is possible to use our algorithm in amatching
engine that tries to match a word only if it is not in the attack language of the input
regular expression. The analysis we put forward can also be integrated with a
static analyzer for high-level programming languages: by paring our framework
with a sound string analysis, it should be possible to prove the absence of ReDoS
vulnerabilities in real-world applications. This is left as future work.

As discussed in Section 4.2.4, in thisworkwe assume that thematch is successful
only if the entire word matches the regular expression (fullmatch semantics).
Nevertheless, matching engines usually consider the match to be valid even if just
a prefix of the word matches the expression (partial match semantics). To simulate
this behaviour, we can simply append Σ∗ at the end of the patterns. Observe that
the complement of the universal language is⊥r, so that if Σ∗ is the only suffix of a
dangerous star, the exponential behaviour cannot be triggered. As discussed in
this section, this is because there exists no suffix that can make the match fail.
The implication is that patterns that are dangerous in the fullmatch semantics,
can be harmless in the partial match semantics. Since the latter is the one used in
matching engines, our implementation (see Chapter 5) assumes it by default, but
the translation between the two is trivial.
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Remark 4.1 (Relation with abstract interpretation)
In this work, we did not express directly our analysis in the abstract interpre-
tation framework [26] (discussed in Part III of this manuscript), as regular
expressions are simpler entities than programs. However, we observe that
there is a strong correlation between our framework and some underlying
ideas in program analysis by abstract interpretation. In fact, similarly to
abstract interpretation techniques for programs, our analysis proceeds by
structural induction, accumulating semantic information on the reachable
states of the matching engine. While in program analysis the abstract do-
mains collect information about the values of the variables, in our analysis
we collect information about the prefixes and suffixes of a regular expression
with the P and S parameters. Similarly to abstract interpretation, we do not
actually execute the matching (respectively, program), but we rather perform
an “abstract execution”, where we assume that any word (respectively, pro-
gram memory) can be given as input. This is the fundamental reason why
we lose precision, which again draws a parallel with program analysis by
abstract interpretation. To summarize, even though we did not directly rely
on the abstract interpretation framework, we leveraged the same underlying
principles to put forward a sound analysis. We believe it would be possible to
express our analysis directly in the abstract interpretation framework, even
if we preferred a simpler characterization in terms of the size of matching
trees.

4.5. Analysis extensions

In this section, we describe possible interesting extensions of our analysis, which
we would like to explore in future work.

4.5.1. Backreferences

Backreferences are non-regular constructs, and they cannot be expressed using
only regular patterns [81].We believe that it is possible to automatically overapprox-
imate regular expressions with backreferences in a sound way by substituting the
backreferenceswith the capturing group that they refer to. For example, the Python
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regular expression (a)b(\1|a)* could be substituted with (a)b(a|a)*, where \1
has been replaced with a. This makes it possible to support regular expressions
with backreferences without any modification to our analysis. The substitution
overapproximates the language recognized by the expressions, and we believe it
also preserves the existing ReDoS vulnerabilities. The fundamental observation is
that backreferences at runtime are substituted with the string that is matched by
the capturing group that they refer to. As a result, replacing them with the more
expressive–and therefore potentially dangerous–capturing group with stars and
unions does not eliminate any vulnerability. On the other hand, this technique
could inject new vulnerabilities. Consider, for instance, the non-dangerous Python
expression (a)*b(\1)* which recognizes the language { anban | n ∈ N }. If we
replace the backreference \1 with a*, we obtain (a)*b(a*)*, which, due to the
nested star, presents a ReDoS vulnerability (see Example 4.8).

In order to prove the soundness of our substitution technique, our semantic
framework must be extended to natively support backreferences. Then, we must
prove that replacing the backreferences with the capturing group that they refer
to does not discard any existing vulnerability. In future work, we would like to
formally prove the soundness of this extension and implement it.

4.5.2. Lookaround assertions

Lookarounds are features that enable users to specify assertions on the characters
that will be matched (or have been matched) by a pattern. In case the assertion
is not respected by the input string, the match fails. For instance, the Python ex-
pression a*(?!b)[a-z]matches strings composed of an arbitrary number of as,
followed by any lower case letter that is not b. The expression (?!b) is a negative
lookahead, namely a lookaround that asserts that the pattern b is not matched after
(?!b). Lookarounds can be positive when they assert that a pattern ismatched, or
negative if they assert that a patterns is not matched. Furthermore, they can be
divided into lookaheads if the condition concerns what is matched after the asser-
tion, or lookbehinds if they restrict the language of words that have been matched
previously. Given that lookaround assertions can be encoded using only regu-
lar constructs [82, 83, 84], it is tempting to believe that we can straightforwardly
transform regular expressions with lookarounds into automata, and subsequently
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revert these automata back into expressions without lookarounds. This would
make it possible to support lookarounds without any modification to our analysis.
Nevertheless, this approach has a major pitfall: the known conversion methods
from regular expressions to automata (see Section 3.3) are not guaranteed to pre-
serve ReDoS vulnerabilities. This implies that the aforementioned technique could
possibly lead to both false positives and false negatives during the analysis. In
Section 4.6.1 we discuss how this approach is a common pitfall for static analysis
ReDoS detection techniques.

A simple solution is to run our analysis on the input expression ignoring the
lookarounds, and then run separate analyses for each assertion. If none of them
presents a vulnerability, then the overall expression is safe. For instance, in order to
analyze a*(?!(b|b)*)[a-z], we should consider separately the expressionwithout
lookarounds (namely a*[a-z]), and then (b|b)*. The analysis would classify the
original expression as dangerous, as (b|b)* is vulnerable. This method has the
disadvantage of not being able to capture an overapproximation of the attack
language, as each assertion is analyzed individually. Nevertheless, the analysis is
sound, as it classifies as dangerous all the expressions that present a vulnerability.

Abetter solutionwouldbe to extendour semantic framework tonatively support
lookarounds. This would make it possible to formally reason on the assertions on a
semantic level, and allow us to extract an overapproximation of the attack language.
An example of formal semantics for lookaround assertions is given in [84].

4.5.3. Superlinear matching analysis

In this work, we focused our attention on exponential ReDoS vulnerabilities. Never-
theless, superlinearmatching could be dangerous if the exponent of the polynomial
is high. Consider, for instance, what happens if the string anb is matched against
the regular expression a∗a∗. The word can be matched in n different ways: it is
enough to choose an index i, for 0 ≤ i ≤ n, at which an is split. Then, the first star
matches ai, and the second matches an–i. Every match costs up to n steps, all of
which will be expanded due to the fact that the engine fails to accept the suffix b.
As a result, the matching costs quadratic time.

While in the exponential analysis it is enough to consider the language of words
that can be matched in two traces in a single star, this reasoning is not sufficient
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FIGURE 4.3. Glushkov’s automaton for (a∗)∗

for superlinear matching. In fact, superlinear behavior arises when the ambiguity
is due to stars that recognize the same language and are concatenated. Since
reasoning on each individual star is not sufficient, superlinear matching is more
challenging to detect. A superlinear analysis should explore a regular expression by
induction, keeping track of the prefixes and suffixes for each individual constructor.
Then, once a star is detected, the analysis should intersect the language of words
recognized by the star with the language of the suffixes. If the intersection is not
empty and contains words of arbitrary length, this implies that there exists a
suffix star that accepts the same language. Therefore, superlinear matching can
potentially occur.

Observe that being able to determine the exponent of the polynomial is funda-
mental: quadratic and cubic matching is, in most real-world cases, not considered
dangerous. Since linear and quadratic matching behave similarly in terms of num-
ber ofmatching steps, dynamic ReDoS detectors such as RESCUE [73] usually do not
report those vulnerabilities. Once the matching has an exponent of four or more,
then the vulnerability is considered dangerous. While the detection of superlinear
matching can be implemented with the aforementioned technique, it is still not
clear how to determine the exponent of the polynomial.

4.6. Related work

In this section, we discuss related work. In particular, we describe existing ReDoS
detection techniques, ReDoS mitigation frameworks, and the relation between our
semantics and regular expression derivatives [63, 99].
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FIGURE 4.4. Glushkov’s automaton for Σ∗ | (a | a)∗ over Σ = { a, b }

4.6.1. Semantics-based static ReDoS detection

Wüstholz et al. [72] put forward an analysis based on automata to detect ReDoS vul-
nerabilities, and they implement it in the REXPLOITER tool. The authors classify an
automaton as vulnerablewhen it presents a state fromwhich aword can bematched
by following two different paths, and then come back to the same state (see [72,
Thm. 1]). Their approach is the closest to ours, since they can as well extract the
language of dangerous words. However, the analysis is not sound nor complete,
because transforming a regular expression into an automaton can introduce or
remove vulnerabilities. For example, by applying Glushkov’s construction (see Sec-
tion 3.2) to the vulnerable regular expression (a∗)∗ we obtain the non-vulnerable
automaton (with respect to the definition of vulnerability given in [72]) represented
in Figure 4.3. Since they do not define an algorithm to transform regular expres-
sions into automata that preserves vulnerabilities, the analysis can report both
false positives and false negatives, and our experiments described in Chapter 5
confirmed this. Observe that any approach based on traditional automata cannot
be complete. Since finite automata lack a mechanism for prioritizing transitions
between states, any attempt to precisely capture all vulnerabilities with respect
to the original expression is hopeless. Consider for instance the non-vulnerable
regular expression Σ∗ | (a | a)∗ over the alphabet Σ = { a, b } (see Example 4.10).
If we apply Glushkov’s construction to it, we obtain the automaton in Figure 4.4.
While the regular expression is non-vulnerable due to the fact that the dangerous
subexpression (a | a)∗ is never expanded, the automaton is vulnerable with respect
to the definition of vulnerability given in [72].

The RXXR2 tool is a static analyzer for exponential ReDoS vulnerabilities that
infers exploit strings [70]. It is the successor of RXXR [69], that turned out to be
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unsound. Introducing a novel approach based on NFAs with prioritized transitions,
RXXR2 infers strings that can be pumped and lead to exponential matching. While
the algorithm is sound and complete with respect to automata, transforming
regular expressions to automata can introduce or remove vulnerabilities. Similarly
to REXPLOITER, they assume that the input expression has been converted into
an automaton following one of the standard constructions, so that the analysis is
actually neither sound nor complete.

The framework of prioritized NFAs (pNFAs) [89, 105] has been leveraged by
Weideman et al. [71] to build the RSA (RegexStaticAnalysis) static analyzer. The
authors introduce an algorithm to translate regular expressions into automata
that preserves the ReDoS vulnearbilities. The automata are analyzed with the
framework described in [106] to determine the degree of ambiguity [107], which
allows inferring whether there are ReDoS vulnerabilities or not. The full mode
performs a sound and complete analysis, while the simplemode is only sound, but
it usually runs faster. We observe that while the analysis is complete, it is strictly
less expressive than ours. In fact, their framework cannot be used to extract the
attack language for a regular expression, but only a finite number of exploit strings.
For this reason, the two approaches are suitable for different uses: tools that need
the specification of dangerous words, such as static analyzers, cannot rely on RSA
to extract it. Furthermore, our algorithm performs a single emptyness check of the
attack language, while their analysis performs a universality check for each state
of the automaton, resulting in a strictly higher complexity. Our experiments (see
Chapter 5) confirm that our analysis has a substantial performance advantage
over the one proposed in [71]. While our ReDoS detector and RSA are the only
tools based on sound techniques, the latter still produces false positives and false
negatives in practice, possibly due to bugs in the implementation (see Chapter 5).

4.6.2. Dynamic ReDoS detection

A radically different approach to ReDoS detection is dynamic analysis. The RESCUE
tool [73] leverages a genetic algorithm to efficiently generate potentially dangerous
words, that are then matched by the Java matching engine to determine if they
are truly dangerous. For this reason, the tool cannot report false positives. On
the other hand, there is no guarantee about the absence of false negatives. The
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gray-box approach makes it easy to support a wide variety of advanced features,
but it has the disadvantage of being several orders of magnitude slower than static
analyzers. The analysis is not deterministic, and due to its dynamic nature it is not
expressive enough to compute the attack language.

Generic fuzzers, such as SLOWFUZZ [103], can be configured to detect ReDoS
vulnerabilities. Even if they can be effective to report true vulnerabilities, a gray-
box approach that has (partial) knowledge about the underlying matching engine
is more effective [73].

4.6.3. Heuristics-based static ReDoS detection

Heuristics-based static analyzers try to report vulnerabilities by matching poten-
tially dangerous patterns against the constructors of a regular expression. For
instance, SAFE-REGEX [75] checks that expressions do not present nested stars.
It is easy to craft an example for which this rule raises a false positive: the regu-
lar expression (a∗)∗Σ∗ has two nested stars, but since there is no suffix that can
make the matching fail (Σ∗ accepts the universal language), the expression is not
dangerous. Nevertheless, SAFE-REGEX reports that the expression is dangerous,
effectively raising a false positive. In our experiments described in Chapter 5, we
also found that both SAFE-REGEX and REGEXPLOIT raise a false negative when
analyzing the Python regular expression <project(.|\s)*?>, as they do not detect
the exponential vulnerability. The exponential behaviour can be triggered by using
as exploit string <project followed by a sequence of space characters, since spaces
can be matched by both branches of the alternative (.|\s). Heuristics-based ana-
lyzers do not have semantic information about the attack language, and they do
not perform dynamic testing either. In our experiments, we observed that these
tools report a high number of false positives and false negatives. The heuristics
employed by SAFE-REGEX [75], REGEXPLOIT [76] and REDOS-DETECTOR [77] are not
formalized in any work, and they can potentially change in the future. Not having
semantic information also implies that it is impossible for this class of detectors
to differentiate the type of the vulnerabilities reported, namely if the matching is
exponential or superlinear.
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4.6.4. ReDoSmitigation

Recently, many techniques have been proposed to mitigate ReDoS attacks. Cody-
Kenny et al. [108] use genetic programming to substitute vulnerable regular ex-
pressions with safe ones. Li et al. [109] and Pan et al. [110] put forward techniques
for automatic expression repair based on examples. In [111] the authors introduce
a matching algorithm that leverages selective memoization to mitigate ReDoS
attacks while supporting advanced regular expression features. The matching
algorithm proposed in [84] supports lookaround assertions, while keeping the
matching linear in the length of the words. Sophisticated techniques based on GPU
matching [112, 113] and state-merging algorithms [114] have also been proposed to
speedup the matching.

4.6.5. Regular expression derivatives

Derivatives-based matching [63, 99, 61] is a technique to perform regular expres-
sion matching. It relies on the fundamental concept of derivative of a regular ex-
pression (see Section 3.2). In general, given a symbol a, the derivative of a regular
expression R with respect to a is an expression that recognizes only those suffixes
of strings with a leading a accepted by R. Brzozowski’s derivatives [63] are related
to DFAs, while Antimirov’s partial derivatives [99] are related to NFAs, and both
can be leveraged to perform regular expression matching. Matching engines in
widely used programming languages do not use derivatives-based matching, as
they rely on backtracking algorithms [79, 80, 89].

There are some similarities between our tree semantics andBrzozowski’s deriva-
tives. The connection lies in the fact that when we match the first character from
the state (R, aw), the regular expressions that we find in the states after matching
a recognize the same language accepted by the derivative of R with respect to
the character a. Nevertheless, there are substantial differences between the two
approaches. In fact, our semantics is designed to capture the exact states explored
by the matching engine, and in which order they appear. For instance, we can
observe that after matching the first a starting from ((a | a)∗, ab), we explore the
state ((a | a)∗, b) exactly twice. This would not be possible by using derivatives, as
they do not enjoy a notion of order over the expanded expressions. Furthermore,
to mimic the behaviour of matching engines we added the closed star constructor,
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which is not needed in derivatives. Since regular expression derivatives cannot
precisely capture the state of thematcher, they are not suitable to formally describe
and reason about ReDoS vulnerabilities.

4.7. Conclusion

In this chapter, we defined a tree semantics for regular expressionmatching, which
we leveraged to design a sound static analysis that detects ReDoS vulnerabilities.
To the best of our knowledge, our ReDoS detection framework is the first one that
operates directly on regular expressions without having to resort to automata. This
allowed us to easily reason about the concrete behaviour of complex matching
engines. Our approach is semantic, namely rooted in the formal definition of the
behaviour of thematching procedure,whichdraws aparallelwith programanalysis
techniques such as abstract interpretation.

To assess the usefulness of our analysis, we implemented it in a tool called RAT,
and we compared it to seven other ReDoS detectors. In Chapter 5 we describe our
implementation and our experimental results in detail. Our experiments show
that our tool is the only detector that is sound also in practice, as all other detectors
report false negatives. RAT does not raise any false negatives, which matches our
theoretical results and gives empirical evidence of the fact that our analysis is
effectively sound.

In future work, we would like to extend our analysis to support advanced
features such as backreferences and lookarounds. We believe that it is possible to
automatically overapproximate those features with regular constructs in a sound
way. We would also like to use the matching semantics to design a detector for
superlinear ReDoS vulnerabilities. Similarly to the exponential case, we expect
that an approach based on regular expressions can lead to an efficient and sound
analysis also for superlinear vulnerabilities. Another interesting extension of this
analysis would be to integrate our framework in a static analyzer for high-level
languages such as Python. We believe that by pairing our detection technique with
a string analysis, it is possible to prove the absence of ReDoS vulnerabilities in
real-world applications. During the analysis, when a regular expression matching
is found, the analyzer would intersect the language of dangerous words with the
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possible values that the matched string can have. If the intersection is empty, this
proves that the match is safe.



Chapter 5

ReDoS Analysis Experimental
Evaluation

To assess the usefulness of the ReDoS analysis described in Chapter 4, we have
implemented it in a tool called RAT. We tested it on a dataset of 74,669 regular
expressions, andweobserved that in 99.78%of the instances the analysis terminates
in less than one second. We compared RAT to seven other ReDoS detectors, and we
found that our tool is faster, often by orders of magnitude, than most other tools.
While raising a low number of false positives, RAT is the only ReDoS detector that
does not report false negatives. Our approach based on regular expressions not
only eliminates the complexities related to using automata, but also opens the
possibility to easily introduce optimizations.

In this chapter, we present the results obtained in our experimental evaluation.
First, in Section 5.1 we describe our experimental setup. Then, in Section 5.2 and
Section 5.3 we respectively present the performance and precision results, which
we further comment in Section 5.4.

5.1. Experimental setup

To assess the usefulness of the analysis we put forward, we implemented it in the
RAT [40] tool (ReDoS Abstract Tester, which is publicly available on Github) in
less than 5000 lines of OCaml code, and we compared it to four other detectors.

71
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TABLE 5.1. Attributes of the ReDoS detectors

Type Sound Complete Language Deterministic
RAT static, semantic ✓ ✗ ✓ ✓

RESCUE [73] dynamic ✗ ✓ ✗ ✗

REXPLOITER [72] static, semantic ✗ ✗ ✓ ✓

RSA [71] static, semantic ✓ ✗ ✗ ✓

RSA-FULL [71] static, semantic ✓ ✓ ✗ ✓

RXXR2 [70] static, semantic ✗ ✗ ✗ ✓

SAFE-REGEX [75] static, heuristic ✗ ✗ ✗ ✓

REGEXPLOIT [76] static, heuristic ✗ ✗ ✗ ✓

REDOS-DETECTOR [77] static, heuristic ✗ ✗ ✗ ✓

In Appendix B we present significant implementation details of our tool. In our
experiments, we wanted to evaluate how RAT behaves in terms of precision and
performance compared to seven other ReDoS detectors. We ran our experiments
on a server with 128GB of RAM, with 48 Intel Xeon CPUs E5-2650 v4 @ 2.20GHz and
Ubuntu 18.04.5 LTS. We considered the dataset used in [73], composed of: (1) 2,992
patterns from the Regexlib platform [102]; (2) 12,499 patterns from the Snort plat-
form [115]; (3) 13,597 patterns extracted from 3,898 Python projects on Github
in [67]. To them, we added 63,352 regular expressions extracted frommodules in
the PYPI package manager [116] by Davis et al. [117]. From the dataset, we removed
the expressions that were not properly sanitized (e.g., that contained non-printable
characters) and we removed duplicates, obtaining 74,669 regular expressions. To
the best of our knowledge, it is the first time that such a large dataset of regular
expressions taken from real-world programs is used to compare the precision and
performance of ReDoS-detection tools.

In what follows, we say that a detector is sound if it identifies as vulnerable
all the truly vulnerable regular expressions, and we say that it is complete if all
the expressions it identifies as vulnerable are truly vulnerable. Sound detectors
forbid false negatives, while complete detectors forbid false positives. The tools we
compared RAT to are RESCUE [73], REXPLOITER [72], RSA [71], RXXR2 [70], SAFE-
REGEX [75], REGEXPLOIT [76] and REDOS-DETECTOR [77]. In particular, RSA allows
the user to improve the precision of the analysis (at the cost of sacrificing some
performance) with the “full” mode, that makes it the only sound and complete
tool. In our experiments, we consider the regular and the full modes of RSA as
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two different analyzers. The only dynamic detector we compare to is RESCUE that,
due to its nature, never raises false positives. On the other hand, since it relies
on a genetic algorithm that generates the input strings with randommutations,
the analysis is not deterministic. The detectors SAFE-REGEX, REGEXPLOIT and
REDOS-DETECTOR are heuristics-based, and they do not offer any guarantees about
the soundness nor the completeness of the analysis. In Table 5.1 we summarize
the characteristics of the tools. While attributes reported in Table 5.1 summarize
the expected behaviour, we found that in practice some detectors do not match
the underlying theoretical results. For instance, while RSA-FULL should be sound
and complete, we found that it reports both false positives and false negatives.
This is probably due to bugs in the implementation. If a detector can extract the
language of dangerous words (as opposed to a single exploit string) we mark the
Language column with ✓. Static detectors are divided into semantics-based and
heuristics-based tools.

5.2. Precision comparison

We take advantage of the evaluation technique used in [73], which, to the best of
our knowledge, is the only article that compares the precision of different ReDoS
detectors. We analyze each regular expression with the detectors setting an in-
dividual timeout of 30 seconds, and then we compare the results. If any tool can
craft an exploit string of length lesser or equal to 128 characters that makes the
Java 8 matching engine performmore than 1010 matching steps, we consider the
expression to be vulnerable. During our tests, we observed that for the specific
matching engine we consider, for strings of length at most 128 characters, 1010

matching steps are a sound threshold to clearly distinguish between exponential
and non-exponential matching. We cross-reference the results of eight different
tools (some of which are, at least theoretically, sound) by concretely testing exploit
strings on a real-world matching engine, so that we infer with high confidence the
number of false positives and false negatives. Nevertheless, since we include RES-
CUE in the comparison, which is a nondeterministic detector, these numbersmight
vary slightly in different runs. We classified as vulnerable 316 regular expressions.

In Table 5.2, we report the results of the comparison. The columns correspond
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TABLE 5.2. ReDoS detectors precision evaluation results

OK FP FN OOT AC SKIP TIME
RAT 67,052 49 0 178(21) 0(0) 7,390(13) 1:57:20
RXXR2 [70] 60,794 93 7 10(2) 0(0) 13,765(23) 0:09:29
RESCUE [73] 33,531 0 40 32,208(43) 0(0) 8,890(34) 325:00:26
RSA [71] 57,269 193 1 789(47) 240(35) 16,177(42) 18:48:02
RSA-FULL [71] 54,857 134 1 3,138(55) 400(43) 16,139(42) 38:11:07
REXPLOITER [72] 53,931 28 180 328(1) 0(0) 20,202(104) 9:12:34
SAFE-REGEX [75] 61,272 13,376 21 0(0) 0(0) 0(0) 0:15:40
REGEXPLOIT [76] 74,050 56 140 2(0) 0(0) 421(14) 0:03:41
REDOS-DETECTOR [77] 45,694 14,218 6 2(1) 0(0) 14,749(92) 0:52:27

to: number of correctly classified regular expressions (OK); false positives (FP);
false negatives (FN); out of time (OOT); analyzer crashes (AC); skipped (SKIP) (i.e.,
not parsed); total runtime displayed as HH:MM:SS (TIME). For out of time events,
analyzer crashes, and skipped regular expressions, we report in parentheses how
many expressions in the total number are vulnerable.

Compared to other static analyzers, RAT reports a relatively low number of
false positives: 49 over the 67,074 regular expressions that it parses. The only static
analyzer that reports fewer false positives than RAT is REXPLOITER, that on the
other hand reports respectively 180 false negatives. Furthermore, REXPLOITER
skips 20,202 regular expressions. Interestingly, we observed that in practice RAT
is the only detector that does not report false negatives. This matches our theoretical
results, and it gives empirical evidence that our framework performs a sound
analysis.

If we do not consider heuristics-based tools, RAT is the detector that parses the
highest number of expressions: even more than RESCUE, which indeed supports
advanced features. This is due to the fact that RESCUE does not support some regu-
lar patterns such as named capturing groups with the syntax (?P<name>pattern),
that indeed RAT can analyze. Heuristics-based detectors can analyze a higher num-
ber of expressions: REGEXPLOIT and SAFE-REGEX skip respectively only 421 and 0
regular expressions. Since these tools do not offer guarantees about the soundness
or the completeness of the analysis, they can analyze awide variety of constructs by
simply ignoring them. On the other hand, we observe that SAFE-REGEX parses and
analyzes regular expressions that, to the best of our knowledge, are not accepted
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by any matching engine. Examples include regular expressions with unclosed
parentheses, for instance (a. The high number of false positives reported by SAFE-
REGEX and REDOS-DETECTOR makes it difficult to use them in practice. In fact,
they raise respectively 13,376 and 14,218 false alarms.

5.3. Performance comparison

In case a detector runs out of time for a few regular expressions, the total runtime
in Table 5.2 grows sharply, not representing precisely the average performance
of the tool. For this reason, we use survival plots to compare more faithfully the
performance of the detectors. On such a plot, the y-axis represents the time in
milliseconds, and the x-axis is the number of expressions such that each one can be
analyzed under the specified time, while the remaining regular expressions either
take longer to analyze or cannot be analyzed by the corresponding detector. No plot
for x-axis and detector dmeans that for 74,669–x expressions d did not successfully
complete the analysis (i.e., it either ran out of time or it had a parse/runtime error).
The plot highlights the relative performance of each tool and howmany regular
expressions can be individually analyzed under a time threshold. The survival plot
of our experiments is depicted in Figure 5.1.

Our experiments showed that RAT is able to analyze 66,926 regular expressions
over the 67,074 that it parses in less than one second each (∼ 99.78%). As expected,
RESCUE is, due to its dynamic nature, significantly slower than static analyzers.
After it, we find the cluster composed of RSA, RSA-FULL and REXPLOITER. Our
detector is on average one to two orders of magnitude faster than them for cor-
responding points on abscissa x. Even though the total runtime to analyze the
whole dataset for REDOS-DETECTOR is lower than RAT’s, the plot shows how our
tool performs significantly better on average. The same holds for SAFE-REGEX:
in 82,8% of the cases RAT is faster. The REGEXPLOIT tool performs better than
our analyzer, at the cost of raising 140 false negatives, meaning that it does not
detect more than one third of the vulnerabilities. While RXXR2 is generally faster
than RAT, we remark that RAT is performing a strictly more expressive analysis by
returning the language of dangerous words. Furthermore, according to Table 5.2,
RXXR2 is not performing a sound analysis either. We also remark that RAT analyzes
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FIGURE 5.1. Survival plot with a logarithmic y axis and linear x axis

6,375 more expressions than RXXR2.

5.4. Discussion

We observed that in practice RAT is one to two orders of magnitude faster than
most detectors, raises a relatively low number of false positives, and it is the only
analyzer that does not report false negatives. The approach based on semantic
trees significantly improved the design of the analysis and the ease of reasoning
about ReDoS vulnerabilities. It also allowed us to ignore the complexities related
to transforming regular expressions into automata, that for some tools are sources
of unsoundness and incompleteness. To the best of our knowledge, our analysis
for ReDoS vulnerabilities is the first that operates directly on regular expressions
without having to resort to automata. Regular expressions also make it easy to
implement many performance optimizations. We integrated in RAT three major
performance improvements, which we further discuss in Appendix B.

Character classes representation. Character classes are features commonly used
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by programmers. For example, \d is a shortcut for 0 | 1 | . . . | 9. We extend the
regular expressions to recognize sets of characters instead of simple characters.
With a slight adjustment to our implementation, expressions containing
character classes considerably decreased their size. For example, 0 | . . . | 9
has 19 constructs, while { 0, . . . , 9 } is a regular expressions with a single
character set construct.

Symbolic operations. In our analysis, we perform a large number of intersection
and complement operations. Instead of running the algorithm to compute
them, we use extended regular expressions (see Section 3.2) in order to support
symbolic intersection and symbolic complement. When a complement or an
intersection must be computed, we simply add its symbolic representation
to the result, which is a constant time operation.

Emptiness check. The last step in the analysis is to check if the computed attack
language is empty. We decided to take advantage of the algorithm based on
derivatives put forward in [62], which, as the results of our experiments con-
firm, efficiently performs the emptiness check. The framework described
in [62] uses extended regular expressions with symbolic intersection and sym-
bolic complement, so that it can be effortlessly integrated into our imple-
mentation.

We conducted an analysis to determine the number of regular expressions
that produce false positives in both RAT and other tools. Our investigation found
that RXXR2 and RSA share respectively 21 and 26 false positives with RAT. This
overlap is significant and can be attributed to similarities in the approaches used
by these detectors. Typically, automata-based tools leverage analysis techniques
to detect nondeterministic transitions in the loops of the automata. Our algorithm
M2 performs a similar analysis on the stars of regular expressions, as it detects the
language of words that can be matched in two different traces. As stars in regular
expressions are often transformed into loops in automata, we can account for the
shared false positives between RAT and automata-based tools.

Upon examining the false positives reported by other tools, we found no corre-
lation with RAT. In the case of SAFE-REGEX and REDOS-DETECTOR, the number of
false alarms generated was too high to draw meaningful conclusions. In the case
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of REGEXPLOIT, the overlap is limited to 10 false positives, while RESCUE cannot
report false alarms. Although REXPLOITER employs an automata-based algorithm,
only two false positives were shared between the tool and RAT. This finding high-
lights that the translation algorithm used by REXPLOITER fails to preserve the
structure, and therefore the vulnerabilities, of regular expressions.

In our experimental evaluation, we did not find any recurring pattern in the
false positives raised by RAT. By considering a large set of regular expressions that
result in false positives, wemight build a database of rules to improve the precision
of the analysis in specific cases. Nonetheless, the soundness guarantee offered by
our theoretical framework does not trivially hold if we add human-crafted ad-hoc
rules to our analyzer. As a result, any rule that is used must be proved to preserve
the soundness of the analysis.

5.5. Conclusion

We implemented our ReDoS detection framework in the RAT tool, and to assess
the effectiveness of our technique, we compared it to seven other detectors. We
found RAT to be on average one to two orders of magnitude faster than most tools,
while giving strong guarantees about the soundness of the analysis. While raising
a relatively low number of false positives, RAT is the only ReDoS detector that did
not report false negatives. Our implementation is open source and available on
GitHub [40].

In future work, we would like to integrate into RAT the analysis extensions
discussed in Chapter 4 (see Section 4.5). For instance, it would be interesting to
add support for detecting superlinear but not exponential ReDoS vulnerabilities.
Benchmarking such an analysis requires determining the number of matching
steps to differentiate between superlinear and linear matching. This can be chal-
lenging, especially when the exponent of the polynomial is low, as quadratic and
linearmatching behave similarly. Another interesting extension of our work would
be to enhance RAT with support for backreferences and lookarounds. We believe
that incorporating support for these advanced features into RAT will enable us
to analyze the entire dataset of 74,669 regular expressions. This would make RAT
the only tool capable of supporting such a large number of expressions while
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maintaining soundness.
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Part III

Verification of Security
Properties for Programs
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Chapter 6

Static Analysis by Abstract
Interpretation

In this chapter, we study the principles of static analysis by abstract interpreta-
tion [26], which is technique co-invented in the late 70’s by Patrick and Radhia
Cousot. We start by introducing in Section 6.1 the syntax of a toy language called
WHILE, which features classic iterative constructs such as while loops and assign-
ments. Then, in Section 6.2, we give amathematical formalization of the behaviour
of the language, namely its semantics. By reasoning on the semantics of WHILE, in
Section 6.3, we introduce different classes of program properties. In Section 6.4, we
finally introduce the abstract interpretation framework, which makes it possible
to prove properties of certain programs.

6.1. Syntax

In Figure 6.1 we report the grammar of the WHILE language. The set V is the finite
set of program variables, and programs are defined as statements. WHILE has clas-
sic imperative features such as assignments x = A and conditionals if (B) St else Se.
Arithmetic expressions operate on integers, and, as we will further discuss in Sec-
tion 6.2, can incur runtime errors due to divisions by zero. Boolean expressions
evaluate to true (tt) or false (ff), and, since they can have arithmetic expressions
as subexpressions, can result in runtime errors as well.

83
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P := S (Programs)
S := skip (Statements)

| x = A
| S; S
| if (B) S else S
| while (B) S

A := n ∈ Z (Arithmetic Expressions)
| x ∈ V

| A ⋄ A (⋄ ∈ { +, -, *, / })
B := tt (Boolean Expressions)

| ff
| ¬B
| B ⋄ B (⋄ ∈ { &&, || })
| A ⋄ A (⋄ ∈ { <, <=, >, >=, ==, != })

FIGURE 6.1. Syntax of the WHILE language

Example 6.1 (WHILE program computing the factorial)
The following program computes the factorial of n. The variable factorial
holds the result of the computation.

1 if (n <= 1) {

2 factorial = n;

3 } else {

4 factorial = 1;

5 i = 2;

6 while (i <= n) {

7 factorial = factorial * i;

8 i = i + 1;

9 }

10 }

Remark 6.1 (If stataments with no else branch)
If statements that consist only of the then branch are not permitted by our
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grammar. However, they can be defined as syntactic sugar using regular if
statements as follows:

if (B) St ≜ if (B) St else skip

We sometimes use program labels to explicitly refer to program points in
statements. We assume that there is a finite set of labels L, and that statements are
annotatedwith these unique labels.When necessary, we explicitly report the labels.
Since if and while statements need to differentiate the last label in the statement
from the last label in the substatements, we use the following syntax to clearly
separate the two:

ℓ1if (B) ℓ2Stℓ3 else ℓ4Seℓ5fiℓ6

ℓ1while ℓ2(B) ℓ3Sb
ℓ4odℓ5

Since we only rarely need to explicitly annotate the programs with the labels,
for the sake of compactness, most of the times we do not report them.

6.2. Semantics

The semantics of a programming language is a precise mathematical description of
the language’s behaviour. To formally reason about the behaviour of programs, and
ultimately prove properties about those programs, we need a precise formal frame-
work to reason about them. Note that the semantics of programming languages,
such as C and JavaScript, are typically formalized in English within specification
documents [118, 119]. These documents often leave room for interpretation, leading
to potential misunderstandings. Formal methods take a different approach to the
problem, formalizing the semantics of programs as mathematical entities that do
not leave space for human interpretation. In this section, we formally define the
semantics of the WHILE language. We first study the reachability semantics, which
captures, for each program point, the set of reachable states. Then, we study a
more informative semantics known as the trace semantics, which we use to define
different classes of program properties.
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6.2.1. Expressions semantics

Programmemories are the fundamental building blocks for our semantics. They
are defined as functions from variables to integers, namelym ∈ M ≜ V→ Z. We
denote the memory entries as x 7→ n. We define the memory updatem[x← n] as
follows:

m[x← n] ≜ { x 7→ n } ∪ { y 7→ n′ | (y 7→ n′ ∈ m) ∧ (y ̸= x) } (6.1)

The value  represents a runtime error, and Z ≜ Z ∪ { }. The arithmetic
evaluation AJAK : M → Z definition is straightforward: it results in an error if
there is a division by zero. In our semantics, we consider only runtime errors that
arise from divisions by zero, i.e., there is no notion of overflow (we use perfect
mathematical arithmetic).

AJAK : M→ Z 

AJnKm ≜ n (6.2)

AJxKm ≜ m(x) (6.3)

AJA1 ⋄ A2Km ≜


 if ⋄ = / and AJA2Km = 0

 if AJA1Km =  or AJA2Km =  

AJA1Km ⋄AJA2Km otherwise

(6.4)

The set B is { tt, ff }, and B ≜ B ∪ { }. The boolean evaluation BJBK : M→ B 
results in a runtime error if the arithmetic evaluation results in a runtime error.

BJBK : M→ B 

BJttKm ≜ tt (6.5)

BJffKm ≜ ff (6.6)

BJ¬B1Km ≜

 if BJB1Km =  

¬BJB1Km otherwise
(6.7)

BJB1 ⋄ B2Km ≜

 if BJB1Km =  or BJB2Km =  

BJB1Km ⋄BJB2Km otherwise
(6.8)
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BJA1 ⋄ A2Km ≜

 if AJA1Km =  or AJA2Km =  

AJA1Km ⋄AJA2Km otherwise
(6.9)

6.2.2. Reachability semantics

The state of a program is represented by the values of the variables, and we define
program states accordingly:m ∈ S ≜ M. Observe that while in this introductory
chapter program states and memories coincide, this will change in Chapter 7.
We define program behaviours as sets of states, namely M ∈ D ≜ ℘(S). The
statement reachability semantics SJSK : D → D is a function that, given a set of
states before the statement (i.e., a precondition), associates the set of reachable
states after the execution of the statement S (i.e., a postcondition). The semantics is
deterministic, namely it associates each input state with at most one output state.
Nondeterminism introduces complexity, and wewill incorporate it in our language
later, in Chapter 7. We now proceed to define by structural induction the semantics
SJSK. We start with the skip statement, which does not modify the input state.

SJskipKM ≜M (6.10)

The statements x = A has the effect to assign the variable x to the arithmetic
evaluation of A. Since the evaluation can result in a runtime error, the states that
present a division by zero are simply ignored in the postcondition.

SJx = AKM ≜ {m[x← AJAKm] | m ∈M ∧AJAKm ̸=  } (6.11)

Example 6.2 (Assignment with division by zero)
Consider the following program that assigns x to 2 divided by y: x = 2/y. As
input we consider two states: one where y is 2, and another where y is 0.
While the first state leads to a reachable state where x is 1, the second one
results in a runtime error that is filtered out in the output reachable states.

SJx = 2/yK{ { x 7→ 0, y 7→ 2 }, { x 7→ 0, y 7→ 0 } } = { { x 7→ 1, y 7→ 2 } }

Statement composition composes the semantics of the two individual state-
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ments.

SJS1; S2KM ≜ SJS2K(SJS1KM) (6.12)

If statements filter the input states according to the statement condition, exe-
cute the two branches individually, and then join the reachable states at the end.
Observe that the boolean evaluation of the condition can result in runtime errors,
so that, similarly to assignments, states that result in a division by zero during
the evaluation are filtered out. We rely on a helper function testJBK : D→ D that
computes the reachable states after a condition.

testJBKM ≜ {m ∈M | BJBKm = tt } (6.13)

SJif (B) St else SeKM ≜ SJStK(testJBKm) ∪ SJSeK(testJ¬BKm) (6.14)

While statements are more complex than all the others. Their semantics is ex-
pressed as a least fixpoint whose existence is guaranteed by Thm. 2.1 and Thm. 2.2
(see Section 2.3).

SJwhile (B) SbKM ≜ testJ¬BK(lfp F) (6.15)

where F(M1) ≜M ∪ SJSbK(testJBKM1)

We observe that SJSK is monotonic and continuous, and it is furthermore an
operator over the complete lattice (D,⊆,∪,∩, ∅,S). This implies that we can apply
both Tarski’s fixpoint theorem (Thm. 2.1) or Kleene’s fixpoint theorem (Thm. 2.2)
to observe that SJSK is well-defined. In particular, Kleene’s theorem draws an
insightful parallel with the iterative nature of while statements. In fact, we can
observe that F0(∅) = ∅, and that F1(∅) = M, namely F1(∅) is the set of reachable
states before entering the loop. Then, F2(∅) = M ∪ SJStKtestJBKM, which is the
set of reachable states at the loop head after at most one iteration of the loop. In
general, Fn(∅) corresponds to the set of reachable states at the loop head after at
most n – 1 iterations. Then, the least fixpoint reachable at the loop head is exactly⋃
i∈N F

i(∅), which corresponds to executing the loop an arbitrary number of times.
To conclude, the states that exit the loop are those that do not satisfy the boolean
condition B, namely testJ¬BK(

⋃
i∈N F

i(∅)).
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Example 6.3 (Fixpoint semantics)
Consider the program in Example 6.1, which computes the factorial of n.
Consider as initial state { n 7→ 3, factorial 7→ 0, i 7→ 0 }, so that { { n 7→
3, factorial 7→ 1, i 7→ 2 } } is the set of reachable states before entering the
while loop. The Kleene’s iterates are given by the following:

• F0(∅) = ∅.

• F1(∅) = { { n 7→ 3, factorial 7→ 1, i 7→ 2 } }.

• F2(∅) = { { n 7→ 3, factorial 7→ 1, i 7→ 2 }, { n 7→ 3, factorial 7→ 2, i 7→
3 } }.

• F3(∅) = { { n 7→ 3, factorial 7→ 1, i 7→ 2 }, { n 7→ 3, factorial 7→ 2, i 7→
3 }, { n 7→ 3, factorial 7→ 6, i 7→ 4 } }.

• ∀i ≥ 4 : Fi(∅) = F3(∅), so that lfpF = { { n 7→ 3, factorial 7→ 1, i 7→
2 }, { n 7→ 3, factorial 7→ 2, i 7→ 3 }, { n 7→ 3, factorial 7→ 6, i 7→ 4 } }.

Then, the negation of the boolean condition i <= n is i > n, so that the
resulting reachable states after the while loop is { { n 7→ 3, factorial 7→
6, i 7→ 4 } }. We observe that, as we expected, the variable factorial stores
the factorial of n.

While sometimes we can reach the least fixpoint of the function F after a finite
number of iterations, in general this is not the case. In fact, as we show in the
following example, we sometimes have to pass to the limit to obtain the least
fixpoint.

Example 6.4 (Infinite Kleene’s iterations)
Consider the following program:

1 n = 0;

2 while (tt) {

3 n = n + 1;

4 }

There are infinitelymany different Kleene iterates of the function F. The least
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fixpoint is given by the following:

lfp F =
⋃
i∈N

Fi(∅) = { { n 7→ i } | i ∈ N }

While the semantics of statements is a function from a set of states to another
set of states, the semantics of a program P := S is simply a set of states: SJPK ∈ D.
We define the set of initial states I ∈ D as the set of all possible programmemories:

I ≜ {m ∈ M } (6.16)

Then, we obtain the program reachability semantics SJPK ∈ D of P := S by applying
the statement semantics to the set of initial states.

SJPK ≜ SJSKI (6.17)

6.2.3. Trace semantics

While the reachability semantics presented in the previous section is well-suited
to concisely represent the set of reachable states, it is not the most informative de-
scription of programs behaviour. In fact, the trace semantics that we describe in this
section is strictly more expressive than the reachability semantics. We introduce
the trace semantics because, as shown in Section 6.3, formal study of program
properties necessitates reasoning based on themost informative semantics. In par-
ticular, the reachability semantics does not capture aspects of programs execution
such as nontermination. When designing analyses, one has to choose the simplest
semantics that can still infer all properties of interest. In the case of the analysis
presented in Chapter 7, the reachability semantics is indeed sufficient. The trace
semantics we present in this section is stateful, namely the state of the program
is described in the elements of the trace, rather than the transitions. Alternative
stateless trace semantics have been proposed [5, Chapter 6].

A trace is a sequence of pairs of program labels and states, namely a sequence
(ℓ1,m1), (ℓ2,m2), . . . . A trace is finite if it is an element of T∗ ≜ (L×S)∗ or infinite if it
is an element of T∞ ≜ (L×S)∞. We denote the empty trace as ε ∈ T∗. We define the
set of non-empty finite traces asT+ ≜ T∗\{ε}, and the set of all traces asT∗∞ ≜ T∗∪T∞.
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Let t = (ℓ0,m0), . . . , (ℓn,mn) ∈ T∗ and t′ = (ℓ′0,m
′
0), (ℓ

′
1,m

′
1), · · · ∈ T∗∞ such that

ℓn = ℓ′0 andmn = m
′
0. Then, the trace junction operator is defined as follows:

t⌢ t′ ≜ (ℓ0,m0), . . . , (ℓn,mn), (ℓ
′
1,m

′
1), . . . (6.18)

Observe that t⌢ t′ is undefined if ℓn ≠ ℓ′0 ormn ≠ m
′
0. The trace junction operator

is defined as t⌢ t′ ≜ t if t ∈ T∞. Furthermore, we denote the length of a trace t as
|t|. Observe that |t| =∞ if t ∈ T∞.

We now define by structural induction the transition relation of statements,
namely a relation that describes the possible transitions from a pair (ℓ,m) to
another induced by a statement S. Note that it is a small-step operational seman-
tics [120].

τJSK ∈ ℘((L× S)× (L× S))

τJℓ1skipℓ2K ≜ { ((ℓ1,m), (ℓ2,m)) | m ∈ M } (6.19)

τJℓ1x = Aℓ2K ≜ { ((ℓ1,m), (ℓ2,m[x← AJAKm])) | m ∈ M,AJAKm ̸=  }
(6.20)

τJℓ1S1; ℓ2Sℓ32 K ≜ τJℓ1S1ℓ2K ∪ τJℓ2S2ℓ3K (6.21)

τJℓ1if (B) ℓ2Stℓ3 else ℓ4Seℓ5fiℓ6K ≜ { ((ℓ1,m), (ℓ2,m)) | m ∈ M,BJBKm = tt }∪ (6.22)

{ ((ℓ1,m), (ℓ4,m)) | m ∈ M,BJBKm = ff }∪

τJℓ2Stℓ3K ∪ τJℓ4Seℓ5K∪

{ ((ℓ3,m), (ℓ6,m)) | m ∈ M }∪

{ ((ℓ5,m), (ℓ6,m)) | m ∈ M }

τJℓ1while ℓ2(B) ℓ3Sb
ℓ4odℓ5K ≜ { ((ℓ1,m), (ℓ2,m)) | m ∈ M, }∪ (6.23)

{ ((ℓ2,m), (ℓ3,m)) | m ∈ M,BJBKm = tt }∪

τJℓ3Sb
ℓ4K∪

{ ((ℓ4,m), (ℓ2,m)) | m ∈ M, }∪

{ ((ℓ2,m), (ℓ5,m)) | m ∈ M,BJBKm = ff }

Using the definition of τJSK, it is possible to define themaximal trace semantics,
which collects all the complete execution traces of a programalongwith the infinite
traces. Let P := S.



92 CHAPTER 6. STATIC ANALYSIS BY ABSTRACT INTERPRETATION

S∞JPK ∈ ℘(T∗∞)

S∞JPK ≜ { (ℓ1,m1), . . . , (ℓn,mn) ∈ T∗ | (6.24)

∀i < n : ((ℓi,mi), (ℓi+1,mi+1)) ∈ τJSK

and ∄(ℓ,m) : ((ℓn,mn), (ℓ,m)) ∈ τJSK }

∪ { (ℓ1,m1), · · · ∈ T∞ | ∀i ≥ 1 : ((ℓi,mi), (ℓi+1,mi+1)) ∈ τJSK }

Observe that it is possible to give afixpoint characterizationof themaximal trace
semantics [121]. Furthermore, the reachability semantics described in Section 6.2.3
is an abstraction of themaximal trace semantics, namely the former can be inferred
from the latter by ignoring some information. There are numerous semantics that
can be organized into a hierarchy of successive abstractions [121].

6.3. Program properties

We are interested in classifying programs as “correct” or “incorrect” with respect
to a certain specification, and in order to do this we mathematically formalize
these intuitive concepts. Properties are specified by their extension, that is, the set
of elements that have such property. Therefore, if X is an universe, properties
of X are elements of ℘(X). We first study properties of traces (trace properties), so
that these types of properties are elements of ℘(T∗∞), i.e. sets of traces. Trace
properties are sometimes simply referred as properties, and we describe them in
detail in the following section. As we will discuss, they can be generalized and
extended to hyperproperties [50], that are properties of program semantics.

6.3.1. Trace properties

In this section, we study two classes of trace properties, namely safety and liveness,
and we will see that every trace property can be expressed as the conjunction of a
safety and a liveness property.

Safety properties are the class of trace properties that ensure that certain
undesirable conditions do not occur during the execution of a program, and are
usually described as the class of properties stating that “something bad never
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happens.” They include extensively studied properties, such as absence of runtime
errors and partial correctness [122] (i.e., all the terminating computations yield
correct results). Informally, a trace property is a safety property such that, when it
does not hold, it admits a finite counter-example prefix trace. We now give the formal
definition of the class of safety properties.

Definition 6.1 (Safety property)
A trace property P ∈ ℘(T∗∞) is a safety property if and only if:

∀T ∈ ℘(T∗∞),T ⊈ P =⇒

∃t ∈ T∗ : ∃t′ ∈ T∗∞ : t⌢ t′ ∈ T : ∀t′′ ∈ T∗ : t⌢ t′′ /∈ P

Example 6.5 (Safety property)
Let S ∈ ℘(L × S) be a property of labels-states pairs. Then, S∞ ∈ T∞ is a
safety property. If S is a set of “good” desirable states, then S∞ is the safety
property expressing that no “bad” state is ever reached.

Liveness properties are the class of trace properties that ensure that a certain
desirable condition is eventually met, and they are usually described as properties
stating that “something good eventually happens.” Informally, a liveness property
is a trace property such that any finite execution may be extended into a correct
one. This implies that liveness properties do not admit finite counterexamples.
The canonical example of liveness property is termination, which states that every
computation eventually terminates. Observe that since liveness properties do not
admit finite counterexamples, it is not possible to use testing to disprove a liveness
property.

Definition 6.2 (Liveness property)
A trace property P ∈ ℘(T∗∞) is a liveness property if and only if:

∀t ∈ T∗ : ∃t′ ∈ T∗∞ : t⌢ t′ ∈ P



94 CHAPTER 6. STATIC ANALYSIS BY ABSTRACT INTERPRETATION

Example 6.6 (Liveness property)
T∗ is a liveness property. More precisely, it describes termination.

Observe that there are other definitions of safety and liveness properties in
terms of topologically closed and dense sets [5, Chapter 14]. As proved by Alpern
and Schneider [122], safety and liveness properties are sufficient to fully describe all
trace properties. In fact, every trace property can be expressed as the intersection
of a safety and a liveness property.

Theorem 6.1 (Trace properties as conjunction of safety and liveness [122])
Let P ∈ ℘(T∗∞) be a trace property. Then, there exist a safety property S and
a liveness property L such that:

P = S ∩ L

Example 6.7 (Total correctness)
Total correctness states that all the computations yield correct results. It is
expressed as the conjunction of partial correctness (i.e., all the terminating
computations yield correct results), and termination (i.e., all the computa-
tions are finite).

6.3.2. Hyperproperties

While trace properties have been extensively studied in the literature, they are
not sufficiently expressive to describe some classes of program behaviours. The
canonical example is noninterference [123, 124, 125], which requires public output
data of a program not to depend on private input data. To express noninterference,
it is necessary to compare different executions of the program, so that trace prop-
erties are not sufficient to express it. To overcome this limitation, the framework of
hyperproperties [50] has been introduced. Hyperproperties, sometimes referred as
program properties or relational properties, are sets of program semantics, and there-
fore elements of ℘(℘(T∗∞)). They increase the expressiveness of trace properties
by being able to relate different program executions. According to our definition
of properties (a property is the set of elements that have the property), it would
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be more appropriate to refer to hyperproperties as program properties. Never-
theless, the term hyperproperty has been widely used in the literature and it is
well-understood, so that we use it as well in this work. Similarly to trace properties,
hyperproperties can be divided in hypersafety and hyperliveness.

Hypersafety properties extend safety trace properties by allowing the coun-
terexample observation to be a finite set of finite traces, rather than a single finite
trace. Informally, hypersafety properties can be defined as those hyperproperties
such that, if the property does not hold, then it admits a finite set of finite traces as
counterexample. Given T1,T2 ∈ ℘(T∗∞), we say that T2 extends T1 and note T1 ≤ T2
if and only if the following holds:

T1 ≤ T2
△⇐⇒ ∀t ∈ T1 : ∃t′ ∈ T∗∞ : t⌢ t′ ∈ T2 (6.25)

Definition 6.3 (Hypersafety property)
A hyperpropertyP ∈ ℘(℘(T∗∞)) is a hypersafety property if and only if:

∀T1 ∈ ℘(T∗∞) : T1 /∈ P =⇒

∃M ∈ ℘(T∗) :


M is finite ∧

M ≤ T1 ∧

∀T2 ∈ ℘(T∗∞) :M ≤ T2 =⇒ T2 /∈ P

While the definition requires the counterexample to be finite, it can be arbi-
trarily large. For this reason, we introduce k-hypersafety properties, which bound
the maximum size of the counterexample to k traces for k ≥ 1.

Definition 6.4 (k-hypersafety property)
A hyperpropertyP ∈ ℘(℘(T∗∞)) is a k-hypersafety property if and only if:

∀T1 ∈ ℘(T∗∞) : T1 /∈ P =⇒

∃M ∈ ℘(T∗) :


|M| ≤ k ∧

M ≤ T1 ∧

∀T2 ∈ ℘(T∗∞) :M ≤ T2 =⇒ T2 /∈ P
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Remark 6.2 (Safety properties as 1-hypersafety)
All safety properties are 1-hypersafety, because counter-examples consist
of only one finite trace. This implies that hypersafety properties generalize
safety properties.

Noninterference informally requires public output data not to depend on private
input data, and we now formalize this property as a 2-hypersafety property. First,
we need to partition the variables between public variables Vpub and private variables
Vpriv, and V = Vpub ∪ Vpriv. Public variables are those that can be observed by the
users of the system, while private variables are those that hold the values of secret
data which should not be leaked. Form1,m2 ∈ M, we writem1 =pub m2 if and only
if the two memories agree on the values of the public variables:

m1 =pub m2
△⇐⇒ ∀x ∈ Vpub : m1(x) = m2(x) (6.26)

Then, we can finally define noninterference as the set of sets of traces such
that traces that agree on the values of public variables at the beginning, agree on
the values of public variables at the end.

Definition 6.5 (Noninterference)

NI ∈ ℘(℘(T∗))

NI ≜ {T ∈ ℘(T∗) | ∀t = (ℓ1,m1), . . . , (ℓn,mn), t′ = (ℓ′1,m
′
1), . . . , (ℓ

′
n′,m

′
n′) ∈ T :

m1 =pub m′1 =⇒ mn =pub m′n′ }

Noninterference is a 2-hypersafety property, as it is sufficient to observe two
traces that agree on public variables at the beginning, but differ in the value of at
least one public variable at the end to disproveNI. For the rest of this section, if
not otherwise specified, we let Vpub = {xpub} and Vpriv = {xpriv}.

Example 6.8 (Explicit flow)
Consider the following program:

xpub = xpriv
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The program is interferent, because by modifying the private input of the
program, thepublic output changes. Adependency that is propagated through
assignments is known as an explicit flow [126]. Consider now the following
program:

xpub = xpriv - xpriv

Even if it seems like the program is interferent, due to the public output
variable being assigned to an expression involving private input data, this is
not actually the case. In fact, the final value for xpub is always 0, independently
from the value of xpriv. This implies that xpub does not depend on the private
input, which means that the program is noninterferent. Hence, the notion of
noninterference is not purely syntactic but rather semantic, as it must take
into account the values of variables and expressions.

Example 6.9 (Implicit flow)
Consider the following program:

if (xpriv == 0) { xpub = 1 } else { xpub = 2 }

At the end of the program, value of xpub is 1 or 2 depending on the value of
xpriv. This implies that the program is interferent, even though the variable
xpub is not explicitly assigned to xpriv. Dependencies that arise from the
program control are known as implicit flows [126]. Often implicit flows are
ignored [127], as they are considered less dangerous than explicit flows. Nev-
ertheless, since we rely on a precise semantic definition of noninterference,
in this work we do take them into account.

As we will see in Chapter 7, an important class of hyperproperties is the subset-
closed hyperproperties. Informally, a hyperproperty is subset-closed when each
subset of the set of traces that have the property, also has the property.

Definition 6.6 (Subset-closed hyperproperty)
LetP ∈ ℘(℘(T∗∞)) be a hyperproperty. Then,P is subset-closed if and only if
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the following holds.

∀T ∈ ℘(T∗∞) : T ∈ P =⇒ (∀T′ ∈ ℘(T∗∞) : T′ ⊆ T =⇒ T′ ∈ P)

As it turns out, every hypersafety property is subset-closed.

Theorem 6.2 (Hypersafety properties are subset-closed [50])
LetP ∈ ℘(℘(T∗∞)) be a hypersafety property. Then,P is subset-closed.

A hyperproperty is a hyperliveness property if and only if, for each finite set of
finite traces, it is possible to make the set respect the property by extending it with
another set of traces.

Definition 6.7 (Hyperliveness property)
A hyperpropertyP ∈ ℘(℘(T∗∞)) is a hyperliveness property if and only if:

∀T1 ∈ ℘(T∗) : T1 is finite =⇒ ∃T2 ∈ ℘(T∗∞) : T1 ≤ T2 ∧ T2 ∈ P

Example 6.10 (Hyperliveness property)
We define interference as follows:

I ∈ ℘(℘(T∗))

I ≜ {T ∈ ℘(T∗) | ∃t = (ℓ1,m1), . . . , (ℓn,mn), t′ = (ℓ′1,m
′
1), . . . , (ℓ

′
n′,m

′
n′) ∈ T :

m1 =pub m′1 ∧mn ̸=pub m
′
n′ }

As it turns out, interference is a hyperliveness property. In fact, it is always
possible to extend a finite set of finite traces with two interferent traces to
make it respectI.

In this work, we mainly focus on hypersafety properties. Nevertheless, we use
hyperliveness properties to fully characterize the set of hyperproperties. In fact,
similarly to the case of trace properties (see Thm. 6.1), any hyperproperty can be
represented as the intersection of a hypersafety and a hyperliveness property.
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Theorem 6.3 (Hyperproperties as conjunctions of hypersafety and hyperlive-
ness [50])
LetP ∈ ℘(℘(T∗∞)) be a hyperproperty. Then, there exist a hypersafety prop-
ertyS and a hyperliveness propertyL such that:

P = S ∩L

6.3.3. Undecidability of semantic program properties

While software engineering techniques extensively studied syntactic program prop-
erties (e.g. number of lines in each function, number of nested loops, etc.), semantic
program properties, that is properties of the semantics of programs, are more chal-
lenging to be verified. Indeed, it is impossible to write a program that accepts as
input another program and verifies its correctness, and this result is known as
Rice’s undecidability theorem.

Theorem 6.4 (Rice’s Undecidability Theorem [22])
All non-trivial semantic properties of programs are undecidable.

Rice’s theorem is a well-known impossibility result that states that if a semantic
property is non-trivial (i.e., that is neither true nor false for every program), then
there is no algorithm that can prove it. The result can be seen as an extension
of Alan Turing’s result on the undecidability of the halting problem [128]. Even if
the result seems limiting, in the following section we show how it is nevertheless
possible, under suitable hypotheses, to still prove some program properties.

6.4. Static analysis and abstract interpretation

Computer scientists in the field of formal methods have developed a rich set of
techniques to elude Rice’s theorem. This can be done by sacrificing either complete-
ness (all true facts are provable), soundness (the conclusions about programs are
always correct under suitable explicitly stated hypotheses), or automation (proofs
are carried out by a computer). The main approaches to formal methods are the
following:
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Deductive methods. Deductive methods produce proofs of correctness, but ulti-
mately require user interaction. This approach makes it possible to prove
strong properties of programs, such as functional correctness with respect
to a specification. Even if proof assistants help the user with hints and strate-
gies to carry out a proof, this process cannot be ultimately fully automatized.
Proof assistants such as COQ [129], LEAN [130], ISABELLE [131], and AGDA [132]
are widely used in the field of deductive verification, and proof-oriented
programming languages such as F∗ [133], DAFNY [134], WHYML [135], and
SPARK [136] are designed to natively support formal software verification.
The FRAMA-C [137] framework builds upon WHY3 [135] to allow deductive
verification of user-annotated C code.

Symbolic execution. Symbolic execution techniques perform an abstract execu-
tion of programs by assuming symbolic variables for the unknown values,
and propagate them during the analysis. The collected constraints are pre-
cise, and can be solved to determine if an arbitrary assertion is violated (e.g.,
absence of runtime errors). Since the number of feasible execution paths
grows exponentially with the size of programs, symbolic execution tech-
niques have sometimes to trade soundness for performance [23]. Examples
of symbolic execution engines are ANGR [138], CRUCIBLE [139], BINSEC [140],
and KLEE [141].

Model checking. Model checking restricts the verification problem to decidable
fragments of languages [24] and produces correctness proofs automatically.
Clarke et al. [25] apply bounded model checking to prove the correctness of
ANSI-C programs. Their approach unwinds loops and function calls up to a
threshold, which implies that behaviours beyond such a threshold are not
considered. Symbolic model checking generalizes the approach to infinite but
regular models [142]. CPACHECKER [143], ULTIMATEAUTOMIZER [144], and
CBMC [145] are examples of model checkers for C.

Static analysis. Static analysis approaches analyze programswithout the interven-
tion of the user, and can automatically prove properties such as absence of
runtime errors. Since the languages are not restricted to decidable fragments,
the approach is necessarily not complete: correct programs can be classified
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as dangerous, meaning that the analyzer can raise false positives. On the other
hand, if the analyzer determines that a program is correct, then there is a
strong mathematical guarantee about the fact that errors will not occur at
runtime, namely there are no false negatives.

In this work, we rely on static analysis by abstract interpretation [26], which
is a general theory of the approximation of formal program semantics. Abstract
interpreters, i.e. analyzers that rely on abstract interpretation theory, run an abstract
execution on the program and collect an overapproximation of the reachable states.
In a single run, they consider all concrete executions, to which they necessarily add
some spurious, hopefully irrelevant, ones. Since an abstract interpreter considers
all reachable program states, if it finds a program to be error-free, then this proves
that the program is correct. On the other hand, if the spurious executions turn out
to be incorrect, an abstract interpreter can fail to prove that a correct program
is indeed error-free. In this section, we propose a lightweight introduction to the
theory of abstract interpretation. Various books and tutorials are available for an
in-depth description of the topic [5, 146, 147].

The method we describe in what follows is suitable to prove safety properties,
but can be adapted to prove liveness properties [148, 149, 150]. On the other hand,
the verification of hyperproperties poses some challenges, andwediscuss it further
in Chapter 7.

6.4.1. Concrete and abstract elements

We now introduce the concepts of concrete and abstract elements, which are inde-
pendent from program analysis. While in this section we reason on a generic set of
concrete elements, in Section 6.4.3 we instantiate this concept to sets of memories,
which are the concrete elements that we ultimately want to reason about.

The concrete set is a poset (C,≤), and the abstract set is a poset (A,⊑). The
connection between the two sets is given by a concretization function γ : A → C
that assigns meaning in terms of a concrete element to each abstract one.

Example 6.11 (Interval abstraction)
To study the concepts of abstract and concrete elements, we instantiate the
concrete set to (℘(Z),⊆). To abstract sets of integers, we use intervals, which
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⊥i

[0, 0] [1, 1][–1, –1] [2, 2][–2, –2]. . . . . .

[0, 1] [1, 2][–1, 0][–2, –1]. . . . . .

[–1, 1][–2, 0] [0, 2]. . . . . .

[–∞, +∞]

FIGURE 6.2. The interval complete lattice

are elements of the following set:

I ≜ { [l ,u] | l ∈ Z ∪ {–∞},u ∈ Z ∪ {∞}, l ≤ u } ∪ ⊥i (6.27)

The partial order⊑i for intervals is defined as follows:

∀i : ⊥i ⊑i i (6.28)

∀[l 1,u1], [l 2,u2] : [l 1,u1] ⊑i [l 2,u2]
△⇐⇒ l 2 ≤ l 1 ∧ u1 ≤ u2 (6.29)

Then, the concretization function γi : I→ ℘(Z) associates an interval [l ,u] to
the set of numbers that range from l to u:

γi(⊥i) ≜ ∅ (6.30)

γi([l ,u]) ≜ {n ∈ Z | l ≤ n ≤ u } (6.31)

A fundamental notion in abstract interpretation theory is soundness. An abstract
element a is a sound abstraction of a concrete element c when the concretization
of a is greater, with respect to the concrete partial order, than c. Intuitively, this
captures the idea that the abstract element carries at least all the information in
the concrete one (and possibly more), and that the abstract element can be used
to soundly reason about the concrete one.
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Definition 6.8 (Sound abstraction)
Let c ∈ C and a ∈ A. Then, a is a sound abstraction of c if and only if:

c ≤ γ(a)

Example 6.12 (Sound abstraction)
The interval [0, 3] is a sound abstraction of { 0, 2 }:

{ 0, 2 } ⊆ { 0, 1, 2, 3 } = γi([0, 3])

If an abstract element a is not a sound abstraction of a concrete element c, then
we say that a is an unsound abstraction of c.

Example 6.13 (Unsound abstraction)
The interval [0, 1] is an unsound abstraction of { 0, 2 }:

{ 0, 2 } ⊈ { 0, 1 } = γi([0, 1])

Exactness is a strictly stronger notion than soundness. An abstract element a
is an exact abstraction of a concrete element c in case its concretization is exactly
equal to c.

Definition 6.9 (Exact abstraction)
Let c ∈ C and a ∈ A. Then, a is an exact abstraction of c if and only if:

c = γ(a)

Intuitively, exact abstractions do not lose information about the concrete el-
ement that they represent. It is often impossible in static analysis to have an
abstraction that exactly represents the concrete behaviour of a program, and for
this reason we usually work with sound but inexact abstractions. The notions of
soundness and exactness naturally extend to operators.
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Definition 6.10 (Sound operator abstraction)
Let f : C → C be a concrete operator over C. Then, f ♯ : A → A is a sound
abstraction of f iff:

∀a ∈ A : f (γ(a)) ≤ γ( f ♯(a))

Definition 6.11 (Exact operator abstraction)
Let f : C → C be a concrete operator over C. Then, f ♯ : A → A is an exact
abstraction of f iff:

∀a ∈ A : f (γ(a)) = γ( f ♯(a))

Sound operator abstraction is an important concept in abstract interpretation
theory, as our ultimate goal is to replace operators that manipulate concrete ele-
ments (such as the reachability semantics SJSK) with sound computable operators
that reason on abstract elements.

Convention 6.1 (Abstract elements and operators)
Abstract elements and operators are often suffixed with the symbol ♯ to dis-
tinguish them from the concrete ones.

6.4.2. The best abstraction: Galois connections

While there might be multiple sound abstractions of a concrete element c, it is
interesting to study which one of those is the best one, namely the most precise
sound abstraction of c. Galois connections formalize the correspondence between
concrete elements and the abstract ones in case there is a best abstraction.

Definition 6.12 (Galois connection)
Let (C,≤) (the concrete set) and (A,⊑) (the abstract set) be two posets. Then,
the pair (α,γ) of functions α : C→ A (the upper adjoint) and γ : A→ C (the
lower ajoint) is a Galois connection if and only if:

∀c ∈ C : ∀a ∈ A : α(c) ⊑ a ⇐⇒ c ≤ γ(a)

In this case, we write (C,≤) –––––→←–––––α

γ
(A,⊑).
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Example 6.14 (Galois connection)
Consider (℘(Z),⊆) and (I,⊑i) as the concrete and the abstract sets. We define
the abstraction function αi : ℘(Z)→ I as follows:

αi(∅) ≜ ⊥i (6.32)

αi(S) ≜ [min S,max S] (6.33)

Then, (αi,γi) form a Galois connection (℘(Z),⊆) ––––––→←––––––αi

γi (I,⊑i). Let S ∈ ℘(Z).
The case S ⊆ γi(⊥i) ⇐⇒ αi(S) ⊑i ⊥i trivially holds, as γi(⊥i) = ∅. Let
[l ,u] ∈ I:

S ⊆ γi([l ,u]) ⇐⇒ ∀n ∈ S : n ∈ γi([l ,u])

⇐⇒ ∀n ∈ S : l ≤ n ≤ u

⇐⇒ l ≤ min S ∧max S ≤ u

⇐⇒ [min S,max S] ⊑i [l ,u]

⇐⇒ αi(S) ⊑i [l ,u]

Galois connections are interesting because the lower adjoint (or abstraction
function) gives the most precise sound abstraction for each concrete element.

Remark 6.3 (Best abstraction)
Let (C,≤) –––––→←–––––α

γ
(A,⊑). Then, ∀c ∈ C it holds that α(c) is the best abstraction,

namely the smallest (with respect to⊑) sound abstraction of c.

The concept of best abstraction also extends to operators.

Remark 6.4 (Best operator abstraction)
Let (C,≤) –––––→←–––––α

γ
(A,⊑), and f : C → C be a concrete operator over C. Then,

the best abstraction (with respect to⊑) of f is given by α ◦ f ◦ γ.

Example 6.15 (Best operator abstraction)
We want to overapproximate the addition between sets of integers defined as
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follows:
S1 + S2 ≜ {n1 + n2 | n1 ∈ S1 ∧ n2 ∈ S2 }

Since there is a Galois connection (℘(Z),⊆) ––––––→←––––––αi

γi (I,⊑i), we can apply Re-
mark 6.4, and obtain that the best abstraction for the addition between sets
of integers is given by the following:

⊥i +i i ≜ ⊥i
i +i ⊥i ≜ ⊥i

[l 1,u2] +i [l 2,u2] ≜ αi(γi([l 1,u2]) + γi([l 2,u2]))

= αi({n1 | l 1 ≤ n1 ≤ u1 } + {n2 | l 2 ≤ n2 ≤ u2 })

= αi({n1 + n2 | l 1 ≤ n1 ≤ u1 ∧ l 2 ≤ n2 ≤ u2 })

= [l 1 + l 2,u1 + u2]

Similarly to addition, we can apply Remark 6.4 and derive the best operator ab-
stractions for subtraction –i, multiplication ×i, and division /i. We also show
how to derive the best operator abstraction for the set union and intersection.

⊥i ∪i i ≜ i

i ∪i ⊥i ≜ i

[l 1,u1] ∪i [l 2,u2] ≜ αi(γi([l 1,u2]) ∪ γi([l 2,u2]))

= αi({n | l 1 ≤ n ≤ u1 ∨ l 2 ≤ n ≤ u2 })

= [min(l 1, l 2),max(u1,u2)]

⊥i ∩i i ≜ ⊥i
i ∩i ⊥i ≜ ⊥i

[l 1,u1] ∩i [l 2,u2] ≜ αi(γi([l 1,u2]) ∩ γi([l 2,u2]))

= αi({n | l 1 ≤ n ≤ u1 ∧ l 2 ≤ n ≤ u2 })

=

[max(l 1, l 2),min(u1,u2)] if max(l 1, l 2) ≤ min(u1,u2)

⊥i otherwise

As it turns out, not every pair of concrete-abstract sets enjoys a Galois connec-
tion, so that there might not always exist an abstraction function α.
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Example 6.16 (Absence of Galois connection)
Consider as concrete elements intervals over real numbers, and as abstract
elements intervals over rational numbers. Some concrete elements, such
as [0,

√
2], do not have a smallest enclosing rational interval, hence, no α

function can exist. This implies that there is no possible Galois connection
between the two sets.

Observe that even if two sets do not enjoy a Galois connection, it is still possible
to reason in terms of sound abstractions of the concrete elements. Indeed, as
discussed in Section 6.4.3, numerous useful abstractions for program states do not
enjoy a Galois connection with the concrete domain D.

6.4.3. Static analysis and abstract domains

We now instantiate the concepts presented in the previous sections to program
analysis. We first show how to define a sound abstract semantics of the WHILE lan-
guage by using as running example the interval abstract domain [26]. The abstract
semantics is a computable semantics that overapproximates the concrete seman-
tics SJSK. The abstract semantics yields an algorithm to effectively calculate an
overapproximation of the reachable program states, and for this reason the terms
abstract semantics and analysis are often used interchangeably. After introducing
the interval abstract semantics, we formalize the concepts of abstract value domain
and abstract domain, and we present different existing domains.

As running example, we first show how to overapproximate program states
(i.e., sets of memories) by abstracting the values of each individual variable with
an interval. To abstract sets of memories we use the interval abstract domain, which
is defined as follows:

V♯
I ≜ (V→ (I \ {⊥i})) ∪ {⊥e} (6.34)

Each variable is assigned to an interval which overapproximates the set of
possible values that can occur in the concrete semantics. If a variable is assigned to
the empty interval⊥i, all the other variables should be⊥i as well. To avoidmultiple
equivalent representations of the bottom state, we use a single representation for
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bottom, namely⊥e. The domain is ordered by the following partial order:

M♯
1 ⊑

♯

V♯
I

M♯
2
△⇐⇒ (M♯

1 = ⊥e) ∨ (M
♯
1,M

♯
2 ̸= ⊥e ∧ ∀x ∈ V :M♯

1(x) ⊑i M
♯
2(x)) (6.35)

The concretization function is given by the following:

γ
V♯

I
: V♯

I → D

γ
V♯

I
(M♯) ≜

∅ ifM♯ = ⊥e
{m ∈ M | ∀x ∈ V : m(x) ∈ γi(M♯(x)) } otherwise

(6.36)

Example 6.17 (Concretization of interval abstraction)
Consider the abstract element { x 7→ [–1, 1], y 7→ [0, 1] }. Its concretization
corresponds to the following set of states:

{ { x 7→ –1, y 7→ 0 }, { x 7→ 0, y 7→ 0 }, { x 7→ 1, y 7→ 0 },

{ x 7→ –1, y 7→ 1 }, { x 7→ 0, y 7→ 1 }, { x 7→ 1, y 7→ 1 } }

Remark 6.5 (Effective representation)
Observe that while D is not machine-representable (its elements can be infi-
nite sets of memories), V♯

I admits an effective representation. This is because
the set of variables is finite, and to each variable we associate an interval that
consists of two finitely representable bounds.

We define an abstraction function for the interval abstract domain which lever-
ages the abstraction function for intervals:

α
V♯

I
: D→ V♯

I

α
V♯

I
(M) ≜

⊥e ifM = ∅

λx ∈ V.αi({m(x) | m ∈M }) otherwise
(6.37)

As it turns out, there is a Galois connection (D,⊆) ––––––––→←––––––––
α

V♯I

γ
V♯I (V♯

I,⊑
♯

V♯
I

). By applying
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FIGURE 6.3. Interval abstraction of the concrete state { { x 7→ 1, y 7→ 1 }, { x 7→ 4, y 7→
4 } }

the definition of α
V♯

I
, we observe that the abstraction of the set of initial states I

corresponds to the following:

α
V♯

I
(I) = λx ∈ V.[–∞, +∞] (6.38)

Remark 6.6 (Intervals as boxes)
Figure 6.3 shows a graphical representation of the interval abstraction for
the concrete state { { x 7→ 1, y 7→ 1 }, { x 7→ 4, y 7→ 4 } }. The interval abstract do-
main overapproximates a set of points with the smallest enclosing rectangle
containing them.

Observe that since each variable is abstracted individually, the interval domain
is not expressive enough to capture the relations between variables.

Example 6.18 (Loss of information in the interval domain)
Consider the concrete state { { x 7→ 1, y 7→ 1 }, { x 7→ 4, y 7→ 4 } }. The best
interval abstraction (given by α

V♯
I
) is { x 7→ [1, 4], y 7→ [1, 4] }, which loses the

relational information x = y.

We also define join and meet operators to merge and intersect two abstract
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maps which leverage the join and meet operators over intervals (see Example 6.15).

∪♯
V♯

I

: V♯
I × V♯

I → V♯
I

M♯
1 ∪

♯

V♯
I

M♯
2 ≜


M♯
2 ifM♯

1 = ⊥e
M♯
1 ifM♯

2 = ⊥e
λx ∈ V.M♯

1(x) ∪iM
♯
2(x) otherwise

(6.39)

∩♯
V♯

I

: V♯
I × V♯

I → V♯
I

M♯
1 ∩

♯

V♯
I

M♯
2 ≜


⊥e ifM♯

1 = ⊥e orM
♯
2 = ⊥e

⊥e if ∃x :M♯
1(x) ∩iM

♯
2(x) = ⊥i

λx ∈ V.M♯
1(x) ∩iM

♯
2(x) otherwise

(6.40)

Abstract arithmetic expression evaluation

Now that we have described the abstract domain we use for overapproximating
sets of memories, we define a sound abstraction for the arithmetic evaluation
of expressions. The abstract arithmetic evaluation of expressions, denoted as
A
♯

V♯
I

JAK : V♯
I → I, is sound with respect to the following criterion.

Theorem 6.5 (Soundness of abstract interval arithmetic expression evalua-
tion)

∀M♯ ∈ V♯
I : ∀m ∈ γ

V♯
I
(M♯) : AJAKm ∈ γi(A

♯

V♯
I

JAKM♯)

The theorem states that, for each concrete memory overapproximated by an
abstract memory, the result of the evaluation in the concrete is overapproximated
by the result of the abstract evaluation.We canfinally define the abstract evaluation
of expressions for the interval domain by relying on the operators +i, –i,×i, /i (see
Example 6.15).
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A
♯

V♯
I

JnKM♯ ≜ [n, n] (6.41)

A
♯

V♯
I

JxKM♯ ≜M♯(x) (6.42)

A
♯

V♯
I

JA1 ⋄ A2KM♯ ≜ A
♯

V♯
I

JA1KM♯ ⋄i A
♯

V♯
I

JA2KM♯ (6.43)

Example 6.19 (Abstract arithmetic evaluation)

A
♯

V♯
I

Jx + 1K{ x 7→ [0, 10] } = [0, 10] +i [1, 1] = [1, 11]

Abstract test evaluation

The concrete semantics relies on tests to filter the states that respect a boolean con-
dition. To overapproximate tests, a practical solution is to define ad-hoc functions
for simple and common cases, and revert to a fallback sound implementation for
more complex conditions. The abstract test operator test♯

V♯
I

JBK : V♯
I → V♯

I is sound

with respect to the following:

Theorem 6.6 (Soundness of test♯
V♯

I

JBK)

∀M♯ ∈ V♯
I : testJBK(γV♯

I
(M♯)) ⊆ γ

V♯
I
(test♯

V♯
I

JBKM♯)

Since the operator testJBK filters but does not add or modify the input states,
test♯

V♯
I

JBKM♯ ≜ M♯ is a sound implementation for test♯
V♯

I

JBK. Nevertheless, we de-

fine ad-hoc functions for some useful and common cases to improve the precision
of the operator. LetM♯ ∈ V♯

I such thatM
♯(x) = [l 1,u1] andM♯(y) = [l 2,u2].

test♯
V♯

I

Jx <= nKM♯ ≜

M♯[x← [l 1,min(u1, n)]] if l 1 ≤ n

⊥e otherwise
(6.44)
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test♯
V♯

I

Jx <= yKM♯ ≜

M♯[x← [l 1,min(u1,u2)]][y← [max(l 1, l 2),u2]] if l 1 ≤ u2

⊥e otherwise

(6.45)

More precise versions of the abstract test operator require bottom-up and top-
down traversals of the abstract syntax tree of the boolean expression B, called the
HC4 algorithm in the constraint solving community [151]. In the context of abstract
interpretation, the description of these traversals can be found in [146, Section
4.6].

Abstract semantics of statements

By relying on the arithmetic and test abstract evaluation, we can finally define the
abstract interval semantics of statements. The abstract semantics S♯

V♯
I

JSK : V♯
I → V♯

I

overapproximates the set of reachable states after the execution of S, and it is
sound with respect to the following.

Theorem 6.7 (Soundness of the interval abstract semantics)

∀M♯ ∈ V♯
I : SJSK(γV♯

I
(M♯)) ⊆ γ

V♯
I
(S♯

V♯
I

JSKM♯)

For each statement, the abstract evaluation starting from bottom evaluates to
bottom:

S
♯

V♯
I

JSK⊥e ≜ ⊥e (6.46)

For skip, assignments and composition, the abstract semantics is defined as
follows:

S
♯

V♯
I

JskipKM♯ ≜M♯ (6.47)

S
♯

V♯
I

Jx = AKM♯ ≜M♯[x← A
♯

V♯
I

JAKM♯] (6.48)

S
♯

V♯
I

JS1; S2KM♯ ≜ S
♯

V♯
I

JS2K(S
♯

V♯
I

JS1KM♯) (6.49)
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For if statements, we first filter the states that enter each branch with the
abstract test evaluation, and then we join the two resulting abstract states with the
abstract join operator.

S
♯

V♯
I

Jif (B) St else SeKM♯ ≜ S
♯

V♯
I

JStK(test
♯

V♯
I

JBKM♯) ∪♯
V♯

I

S
♯

V♯
I

JSeK(test♯
V♯

I

J¬BKM♯)

(6.50)

While statements are the most interesting constructs, as a trivial definition for
the abstract semantics might not be computable. This is due to the fact that some
programs might not terminate, and simply accumulating an overapproximation of
the reachable states at each iteration is not sufficient to guarantee the convergence
of the analysis in finite time. To avoid nontermination, we introduce the widening
operator which is an overapproximating operator that computes upper bounds and
guarantees termination. We first give a formal definition of widening operators.

Definition 6.13 (Widening operator)
A binary operator ∇ : D♯ × D♯ → D♯ is a widening operator in an abstract
domain (D♯,⊑♯) if:

1. It computes upper bounds: ∀x♯1, x
♯
2 ∈ D♯ : x♯1 ⊑

♯ x♯1∇x
♯
2 ∧ x

♯
2 ⊑

♯ x♯1∇x
♯
2

2. It enforces termination: for any infinite sequence x♯0, x
♯
1, x

♯
2, . . . inD♯, the

sequence y♯0, y
♯
1, y

♯
2, . . . computed as y

♯
0 ≜ x♯0, y

♯
i+1 ≜ y♯i∇x

♯
i+1 stabilizes

after a finite time: ∃k ≥ 0 : y♯k+1 = y♯k.

First, we define the widening operator∇i : I× I→ I for intervals. The funda-
mental idea to enforce termination is to push unstable upper bounds to positive
infinity and unstable lower bounds to negative infinity.

⊥i∇ii ≜ i (6.51)

i∇i⊥i ≜ i (6.52)

[l 1,u1]∇i[l 2,u2] ≜

l 1 if l 1 ≤ l 2

–∞ otherwise
,

u1 if u1 ≥ u2

∞ otherwise

 (6.53)

We can then lift the widening operator on intervals to the widening operator
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∇
V♯

I
: V♯

I × V♯
I → V♯

I by applying∇i point-wise:

⊥e∇V♯
I
M♯ ≜M♯ (6.54)

M♯∇
V♯

I
⊥e ≜M♯ (6.55)

M♯
1∇V♯

I
M♯
2 ≜ λx ∈ V.M♯

1(x)∇iM
♯
2(x) (6.56)

By relying on the widening operator, we can give a definition of the abstract
semantics for while statements that is guaranteed to converge after a finite number
of iterations.

S
♯

V♯
I

Jwhile (B) SbKM
♯ ≜ test♯

V♯
I

J¬BK(lim F♯) (6.57)

where F♯(M♯
1) ≜M♯

1∇V♯
I
(M♯ ∪♯

V♯
I

S
♯

V♯
I

JSbK(test
♯

V♯
I

JBKM♯
1))

Example 6.20 (Interval analysis with widening)
Consider the following program:

1 i = 0;

2 while (i < 10) {

3 i = i + 1;

4 }

The abstract state reached at the loop head before the first iteration is { i 7→
[0, 0] }. After one iteration, the variable i is incremented, so that the post
state after the first iteration is { i 7→ [1, 1] }. This is merged with the first state
using the ∪♯

V♯
I

operator, obtaining { i 7→ [0, 1] }. We then apply the widening

operator:

{ i 7→ [0, 0] }∇
V♯

I
{ i 7→ [0, 1] } = { i 7→ [0, +∞] }

Since the upper bound for i is unstable, it is widened to +∞. We now reached
the limit of the iterations, as by evaluating the body of the while statement
again from the state { i 7→ [0, +∞] }, we obtain the same result. We can then
apply the filter test♯

V♯
I

J¬(i < 10)K and observe that the final abstract state is
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{ i 7→ [10, +∞] }. Observe that this is not the most precise invariant that we
can infer for the variable i, which is i = 10. Advanced iteration techniques
such as decreasing iterations, can be implemented to improve the precision of
the analysis and infer this information [146, Section 4.7].

We defined a sound, computable abstract interval semantics for theWHILE lan-
guage. Many of the definitions we presented rely on underlying interval operations,
and as it turns out they can be used with other domains that overapproximate sets
of integers. In the following sections, we give a signature of the concepts of abstract
value domain and relational abstract domain. As we will observe, different domains
offer different tradeoffs between precision and performance.

Non-relational abstract domains

Abstract value domains overapproximate the values of each variable individually,
losing the relational information. This class of domains is widely used in real-
world scenarios because they are typically computationally efficient. The interval
abstract domain presented in the previous section belongs to this category.

Definition 6.14 (Abstract value domain)
A poset (E,⊑e) is an abstract value domain when it exposes:

• A monotonic concretization function γe : E→ ℘(Z)

• A top element⊤e

• A bottom element⊥e

• Sound abstraction of constants, written ne for n ∈ Z

• Sound abstractions of the arithmetic operators +e, –e,×e, /e

• Sound abstractions of set union and intersection ∪e,∩e

• A widening operator∇e

• Optionally, a Galois Connection E ––––––→←––––––αe

γe
℘(Z)
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Furthermore, the elements of the domain must be finitely representable, and
the abstractions of constants, arithmetic operators, and set union and inter-
section must be computable.

By using the abstractions of a value domain E in the definitions presented
in the previous section, it is possible to automatically lift the arithmetic abstract
evaluation and the abstract semantics toE.Wedenote the resulting abstract domain
as V♯

E. If the abstract value domain enjoys a Galois Connection E ––––––→←––––––αe

γe
℘(Z), then

the connection is lifted to V♯
E ––––––––→←––––––––

α
V♯E

γ
V♯E

D. There exists a large library of abstract value

domains, and here we report some of them:

Signs [26]. The sign domain infers constraints about the sign of each individual
variable. It is computationally inexpensive, as each variable is simply associ-
ated to its sign (positive, negative, zero, or any). This domain is not considered
useful in real-world scenarios, as it fails to provide sufficiently precise in-
formation. Nevertheless, the sign domain is often used as an introductory
example of an abstract domain for teaching purposes.

Powerset [146]. The powerset domain associates to each variable a finite set of
possible values, namely x ∈ {n1,n2, . . . ,nk} with |{n1,n2, . . . ,nk}| < ∞. The
domain is precise, but if the maximum size of the powerset is set too large, it
can quickly become computationally expensive.

Excluded powerset [152]. An interesting variant of the regular powerset is the
excluded powerset, capable of representing not only the elements that might
occur but also the ones that definitely cannot occur. The constraints have type
x ∈ {n1,n2, . . . ,nk} or x /∈ {n1,n2, . . .nk} with k < ∞. This domain proved
itself useful in software verification competitions to improve the precision of
the C analysis [152]. The reason is that often C functions return integer codes
such that any non-zero number represents an error. It is therefore important
to be able to precisely represent possibly infinite non-convex sets.

Intervals [26]. The interval domain, studied in the previous section, infers con-
straints of type x ∈ [l ,u]. The domain is widely used in practice, as it offers
good precision with a low performance cost.
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Disjunctive intervals domain [153]. The disjunctive intervals domain generalizes
the interval domain by assigning each variable to a finite disjunction of
intervals, namely x ∈ ∪ni=1[l i,ui]. For this reason, this domain also subsumes
both the powerset and the excluded powerset domains.

Congruences [154, 155]. The congruence domain represents constraints of type
x ≡ nmodm. The domain is useful for variables used as array indices, which
are often congruent to the size of the array elements. Another common use
is verifying that variables used as pointer offsets are correctly aligned.

Relational abstract domains

While value domains abstract each variable individually, it is possible to enhance
the precision of the analysis by designing domains that do not lose relational
information. First, we give the most general signature of an abstract domain.

Definition 6.15 (Abstract domain)
A poset (D♯,⊑♯) is an abstract domain when it exposes:

• A monotonic concretization function γ : D♯ → D

• A top element⊤♯ that represents S

• A bottom element⊥♯ that represents ∅

• Sound abstractions of arithmetic binary operations in conditionals
test♯JA1 ⋄ A2K (for ⋄ ∈ { <, <=, >, >=, ==, != })

• Sound abstraction of assignments S♯Jx = AK

• Sound abstractions of set union and intersection ∪♯,∩♯

• A widening operator∇

• Optionally, a Galois Connection D –––––→←–––––α

γ
D♯

Furthermore, the elements of the domain must be finitely representable, and
the abstractions of tests, assignments, and set union and intersection must
be computable.
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If D♯ is an abstract domain, then the following defines a sound, computable
abstract semantics for the WHILE language:

test♯JttKM♯ ≜M♯ (6.58)

test♯JffKM♯ ≜ ⊥♯ (6.59)

test♯JB1 && B2KM♯ ≜ test♯JB1KM♯ ∩♯ test♯JB2KM♯ (6.60)

test♯JB1 || B2KM♯ ≜ test♯JB1KM♯ ∪♯ test♯JB2KM♯ (6.61)

S♯JskipKM♯ ≜M♯ (6.62)

S♯JS1; S2KM♯ ≜ S♯JS2K(S♯JS1KM♯) (6.63)

S♯Jif (B) St else SeKM♯ ≜ S♯JStK(test♯JBKM♯) ∪♯ S♯JSeK(test♯J¬BKM♯) (6.64)

S♯Jwhile (B) SbKM
♯ ≜ test♯J¬BK(lim F♯) (6.65)

where F♯(M♯
1) ≜M♯

1∇(M
♯ ∪♯ S♯JSbK(test

♯JBKM♯
1))

Remark 6.7 (Negation in conditionals)
Observe that we do not require abstract domains to provide test♯J¬BK nor do
we define it in the abstract semantics. This is because it is always possible
to syntactically remove all negations in conditional expressions by using
DeMogan’s laws. To simplify, we assume that all negations have been syntac-
tically removed.

Remark 6.8 (Abstract value domains and abstract domains)
For any abstract value domain E, V♯

E is an abstract domain.

Now that we formally defined what an abstract domain is, we present some
relational domains. Compared to value domains, they have the ability to infer
relationships between variables.

Linear Equalities [156]. Also known asKarr’s domain, the linear equalities domain
is able to infer affine relationships among variables. The invariants have the
form

∧m
j=1

∑|V|
i=1(kij · xi) = nj.

Polyhedra [157]. The polyhedra abstract domain infers linear inequalities among
variables. It is used when superior precision is required, as the domain yields
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TABLE 6.1. List of some existing numeric abstract domains

Domain Type Constraints
Signs [26] Value domain x ∈ ±
Powerset [146] Value domain x ∈ {n1,n2, . . . ,nk}
Excluded powerset [152] Value domain x ∈ {n1,n2, . . . ,nk} ∨ x /∈ {n1,n2, . . . ,nk}
Intervals [26] Value domain x ∈ [l ,u]
Disjunctive intervals [153] Value domain x ∈ ∪ni=1[l i,ui]
Congruences [154, 155] Value domain x ≡ nmodm
Linear equalities [156] Relational domain

∑|V|
i=1(ki · xi) = n

Polyhedra [157] Relational domain
∑|V|

i=1(ki · xi) ≤ n
Octagons [158] Relational domain ±x± y ≤ n

precise numeric invariants. Nevertheless, the domain is computationally
expensive, and the analysis may be time-consuming.

Octagons [158]. The octagon abstract domain strikes a balance between intervals
and polyhedra, and it can infer relational information of the form±x±y ≤ n.
While it is more precise than intervals, it is computationally more efficient
than polyhedra.

Remark 6.9 (Coefficients in relational domains)
Note that for relational domains, we generally have to assume that the coef-
ficients are rationals, even if we intend to represent sets of integer-valued
environments. The reason is that using integers as coefficients would lead to
unsound algorithms [146, Chapter 5].

Example 6.21 (Relational analysis)
Consider the following program:

y = x; z = x-y

If we run an interval analysis on the program and we consider as initial
value for x the interval [0, 10], then at the end we find that the value of z is
[–10, 10]. This is because the interval abstract domain is not precise enough to
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represent the constraint x = y. By using any of the relational abstract domains
presented in this section, it is possible to infer that at the end of the program
z is 0.

Remark 6.10 (Non-numeric abstract domains)
We focused our attention on numeric domains, namely abstract domains that
overapproximate the values of numeric variables. There exists a rich library
of domains that are not numeric and abstract other aspects of programs
such as memory blocks [159, 160], dynamic memory allocation [161, 162],
arrays [163, 164, 165, 166], dynamic types [162, 167, 168], class invariants [169],
lists [170, 171, 172], trees [170, 172, 173], and string contents [174, 175, 176, 177,
178, 179, 180, 181].

Combining domains: reduced products

Different domains can represent complementary information about a variable. For
instance, the congruence domain can infer that a variable is odd, while the interval
domain gives an upper and lower bound for the values of the variable. Combining
the two can result in a strictly more precise analysis. Consider, for instance, the
following program (taken from [146]):

1 x = 1

2 while (x <= 10) {

3 x = x + 2

4 }

By applying the decreasing iterations technique described in [146, Section 4.7],
the interval domain can infer that x ∈ [11, 12] after exiting the loop, while the
congruence domain infers that x is odd. If we combine this information, we can
observe that x is exactly 11, which would not be possible by using either of the
domains alone.

A reduced product is a domain that is defined as a pair of underlying abstract
domains equipped with a reduction operator to improve the precision of the two.
The concretization function of the product is the intersection of the concretization
of the individual domains.
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Definition 6.16 (Reduced product)
Let D♯

1,D
♯
2 be two abstract domains, and let ρ : D♯

1×2 → D♯
1×2 be a given reduc-

tion operator that refines D♯
1 and D♯

2. The reduced product D♯
1×2 is an abstract

domain composed of the following:

• D♯
1×2 ≜ D♯

1 × D♯
2

• Partial order (M♯
1,M

♯
2) ⊑

♯
1×2 (N

♯
1,N

♯
2)

△⇐⇒ M♯
1 ⊑

♯
1 N

♯
1 ∧M

♯
2 ⊑

♯
2 N

♯
2

• Monotonic concretization function γ1×2(M
♯
1,M

♯
2) ≜ γ1(M

♯
1) ∩ γ2(M

♯
2)

• Top element⊤♯
1×2 ≜ (⊤♯

1,⊤
♯
2)

• Bottom element⊥♯
1×2 ≜ (⊥♯

1,⊥
♯
2)

• Sound operator for tests:

test♯1×2JBK(M
♯
1,M

♯
2) ≜ ρ(test♯1JBKM

♯
1, test

♯
2JBKM

♯
2)

• Sound operator for abstract execution:

S
♯
1×2JSK(M

♯
1,M

♯
2) ≜ ρ(S♯1JSKM

♯
1, S

♯
2JSKM

♯
2)

• Sound operators for set union and intersection:

(M♯
1,M

♯
2) ∪

♯ (N♯
1,N

♯
2) ≜ ρ(M♯

1 ∪
♯
1 N

♯
1,M

♯
2 ∪

♯
2 N

♯
2)

(M♯
1,M

♯
2) ∩

♯ (N♯
1,N

♯
2) ≜ ρ(M♯

1 ∩
♯
1 N

♯
1,M

♯
2 ∩

♯
2 N

♯
2)

• Widening operator (M♯
1,M

♯
2)∇1×2(N

♯
1,N

♯
2) ≜ (M♯

1∇1N
♯
1,M

♯
2∇2N

♯
2)

• Abstraction function α1×2(M
♯
1,M

♯
2) ≜ (α1(M

♯
1),α2(M

♯
2)) if α1 and α2 exist

The reduction operator ρmust respect the following condition:

(N♯
1,N

♯
2) = ρ(M♯

1,M
♯
2) =⇒ γ1×2(N

♯
1,N

♯
2) = γ1×2(M

♯
1,M

♯
2) ∧

γ1(N
♯
1) ⊆ γ1(M

♯
1) ∧

γ2(N
♯
2) ⊆ γ2(M

♯
2)
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The first condition states the soundness, while the two inclusions state that
each element is strengthened in its respective domain. As an additional con-
dition, the reduction operator must be computable. If D♯

1 and D♯
2 are abstract

value domains, the reduction can be defined directly on the abstract values
of each variable.

Remark 6.11 (Optimal reduction)
In case the two domains in a reduced product enjoy a Galois connection, the
optimal reduction corresponds to the following:

ρ(M♯
1,M

♯
2) ≜ (α1(γ1×2(M

♯
1,M

♯
2)),α2(γ1×2(M

♯
1,M

♯
2)))

This reduction is optimal, namely it is the most precise sound reduction
operator for the two domains.

Remark 6.12 (Widening in reduced product domains)
Observe that in Def. 6.16 we apply the reduction operator ρ after joins and
intersections, but not after the widening operator. The reason is that if we
apply ρ after the widening, termination is no longer guaranteed [146, Section
6.2]. For instance, the widening operator for intervals enforces convergence
by setting interval bounds to infinity. If those bounds are then refined back
to finite numbers by the reduction, the analysis might not terminate.

Example 6.22 (Interval-congruence reduced product)
Let C be the congruence value domain described in the previous section. We
define a reduction ρI×C : I× C→ I× C between intervals and congruences.
The reduction operates directly on the abstract values:

ρI×C([l ,u], aZ + b) ≜


(⊥i,⊥c) if l ′ > u′

([l ′, l ′], 0Z + l ′) if l ′ = u′

([l ′,u′], aZ + b) if l ′ < u′

where l ′ = min{n | n ≥ l ∧ n ≡ bmod a }
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u′ = max{n | n ≤ u ∧ n ≡ bmod a }

Remark 6.13 (Direct product domain)
The reduction operator can be trivially implemented as follows:

ρ(M♯
1,M

♯
2) ≜ (M♯

1,M
♯
2)

This reduction does not enhance the precision of the analysis, as it does not
leverage the information available in the two underlying domains. The do-
main where the reduction is trivial is known as the direct product domain [146,
Section 6.2].

6.4.4. Static analysis tools based on abstract interpretation

During the years, many static analyzers based on abstract interpretation theory
have been developed.

ASTRÉE [27, 182, 183, 184]. The ASTRÉE analyzer is a commercial static analysis
tool specifically designed to verify the correctness of large embedded safety-
critical software written in C. The analyzer was able to prove the absence of
runtime errors in the flight control codes of the Airbus fly-by-wire systems.

CLOUSOT [185]. CLOUSOT can verify contract specifications of individual func-
tions. The tool checks every method in isolation using an assume-guarantee
reasoning: first, it assumes the precondition, and then it asserts the postcon-
dition. At its core, CLOUSOT is an abstract interpreter that infers program
facts. In addition to verifying contracts, CLOUSOT can also report regular
runtime errors, such as null-pointer dereferences.

FRAMA-C [137, 186, 187] FRAMA-C is a platform for static analysis, dynamic anal-
ysis, and deductive verification. It supports a plugin system, which makes
it possible to extend the existing analyses and add new ones. The EVA plu-
gin [186, 187] infers numeric invariants for C code by relying on abstract
interpretation theory.
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IKOS [188]. NASA developed the IKOS open-source static analysis platform. The
tool has a frontend for C and C++ programs based on LLVM [189], and it
is optimized for the verification of real-time software. The SEAHORN auto-
mated verifier [190] relies on IKOS to infer numeric invariants for LLVM-based
languages.

INFER [191, 192]. Meta developed and maintains INFER, which is a multi-language
static analyzer for C, C++, Java, and Objective-C. The tool is used to analyze
large real-world code bases during the continuous integration process. IN-
FER’s main objective is to be fast and report a low number of false positives,
so that soundness is sometimes traded for performance.

JULIA [193, 194]. JULIA is a static analyzer based on abstract interpretation for Java.
It can analyze Java bytecode, which makes it possible to easily support other
JVM-based languages such as Scala. Furthermore, Julia supports a security
analysis to detect injection attacks [194].

LISA [195, 196, 197]. LISA is an analyzer specifically designed for teaching. While
many tools based on abstract interpretation often demand a high level of
expertise before being proficient, LISA has been conceived to be simple to
understand, use, and extend.

MOPSA [48, 198, 199, 167]. In this work, we implement our algorithms within the
MOPSA framework, a sound static analysis platform to develop abstract
interpretation-based analyses. MOPSA has a modular architecture, which
makes it easy to extend and combine existing abstract domains. The tool
supports both C [198] and Python [167], and can combine the two in a multi-
language analysis [199]. MOPSA offers a large set of ready-to-use abstract
numeric domains provided by the APRON [200] library.

PYSA [201]. PYSA is a static analyzer based on abstract interpretation for taint
analysis [202] of Python programs. It is used at Meta to analyze real-world
large Python code bases and prove the absence of injection attacks.

TAJS [168, 203, 204, 205, 206]. TAJS is a sound static analyzer for Javascript pro-
grams that reports type-related errors. It relies on a simplified underlying
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language to which Javascript code is compiled to, and this makes it easier to
support a large set of high-level complex constructs.

VERASCO [207, 208, 209, 210]. The VERASCO abstract interpreter can analyze C
programs, and its soundness is formally proved with the COQ [129] proof
assistant. VERASCO is integrated within the formally-verified COMPCERT [211]
C compiler so that not only the soundness of the analysis results is math-
ematically guaranteed, but also these guarantees transfer to the compiled
program.

6.5. Conclusion

In this section, we summarized the principles of static analysis by abstract inter-
pretation. First, we specified the concrete semantics of the WHILE language, i.e. a
precise mathematical formulation of programs behaviour. Then, we defined differ-
ent classes of program properties, which are represented as sets of elements that
have the property. Finally, we described a sound, computable abstract semantics
for programs that is parametric on the underlying abstract domain used to infer
numeric invariants.
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Chapter 7

Sound Abstract Safety
Nonexploitability Analysis

Runtime errors that can be triggered by an attacker are sensibly more dangerous
than others, as they not only result in program failure, but can also be exploited
and lead to security breaches such as Denial-of-Service attacks or remote code
execution. In this chapter, we introduce a novel analysis based on abstract inter-
pretation in order to prove that a program is safety-nonexploitable, namely it does
not present runtime errors that can be triggered by an attacker.

In Section 7.1 and Section 7.2 we introduce the problem we tackle and we mo-
tivate the need for our work, while in Section 7.3 we introduce the basic ideas
of a well-known technique called taint analysis that we use later in this chapter.
Section 7.4 and Section 7.5 present respectively the syntax and the semantics of the
language that we consider, which supports features such as nondeterminism and
runtime user input reads. In Section 7.6 we formally define safety-nonexploitability as
a hyperproperty, and in Section 7.7we introduce a concrete semantics that precisely
captures the set of user-controlled variables, which is useful to prove that a pro-
gram is safety-nonexploitable. Section 7.8 finally presents the computable abstract
semantics, i.e. the analysis, which can prove a program to be safety-nonexploitable.
The proofs of the theoretical results are reported in Appendix A. This chapter and
the following are based on a work published at VMCAI 2024 [53].

127
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7.1. Introduction

Program failures that can be triggered by a malicious user are sensibly more dan-
gerous than others, as they can lead to security breaches. Attackers can exploit
well-known runtime errors, such as index out-of-bounds and double free, to per-
form dangerous attacks including Denial-of-Service (DoS) attacks or remote code
execution. Numerous companies identified such exploitable vulnerabilities in
their systems, including Meta [45], Apple [46], and Google [47]. Microsoft recently
published a report showing that consistently over 20 years, around 70% of the
security breaches that have been reported in their systems are due to exploitable
memory corruption [29]. As it is difficult to identify program errors with manual
inspection, static analysis is an invaluable tool to automatically detect them.

While sound static analyzers can report all possible runtime errors, including
the exploitable ones, they often raise a high number of false positives. If the noise
generated by the false alarms is elevated, the report of the analyzer quickly be-
comes unintelligible, and it is then difficult to identify the true exploitable runtime
errors. In order to filter out the warnings that do not concern security issues, it is
necessary to combine a traditional analysis for safety properties with a security
analysis for hyperproperties [50].

We bridge the gap between classic safety and security. We first formalize safety-
nonexploitability as a 2-hypersafety property, and then we propose an alternative
characterization based on semantically tainted (i.e. user-controlled) variables. We
leverage such a characterization to put forward a sound analysis by abstract in-
terpretation [26] that can prove the absence of exploitable runtime errors. Our
analysis has the capability to classify each warning by its threat level (security-
related or not), which makes the report of the analyzer more intelligible.

We leverage anunderlying abstract numeric domain to infer numeric invariants,
which we pair with a semantic taint analysis that tracks the set of user-controlled
variables. Combining the two is necessary in order to infer an overapproximation
of the exploitable runtime errors. By taking advantage of the semantic information
inferred by the abstract numeric domain, our taint analysis achieves enhanced
precision compared to traditional methods. Furthermore, our framework can
handle programming language features that are essential to analyze real-world
programs, such as nondeterminism and runtime user input. While we formalize
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1 #include <stdio.h>
2 #include <string.h>
3
4 void use_input(const char* input) {
5 char dest [10];
6 strcpy(dest , input);
7 }
8
9 void main() {
10 char buff [100];
11 fgets(buff , sizeof(buff), stdin);
12 use_input(buff);
13 }

FIGURE 7.1. C program with exploitable buffer overflow

our theoretical framework on a simple toy language, our implementation supports
almost the full C specification. As discussed inChapter 8, our analyzer canprove the
absence of a wide variety of exploitable runtime errors, including buffer overflows
and invalid memory accesses.

In this work, we focus on the exploitability of safety errors, such as null pointer
deferences and array out-of-bounds accesses. Nevertheless, other interesting types
of vulnerabilities could be exploited by an attacker. For instance, in algorithmic
complexity attacks [35] amalicious user exploits the fact that an application has poor
performance characteristics under certain inputs. These types of vulnerabilities
include Regular Expression Denial of Service (ReDoS) attacks, discussed in Part II
of this manuscript. Another example of software error that could be triggered by
an attacker is non-termination: if an application enters an infinite loop due to a
user action, then such a software system should be considered non-termination-
exploitable. Our framework does not currently support these different types of
errors, and in future work we would like to extend our analysis to handle them.

7.2. Motivation

Figure 7.1 represents an exploitable program where an external user can input
a sequence up to 100 characters long. At line 6, the program attempts to copy the
buffer’s contents into another array. However, due to the second array’s smaller
size, if the user inputs more than 10 characters including the terminating ’\0’,
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a buffer overflow occurs. A malicious user can take advantage of these types of
vulnerabilities to execute sophisticated, dangerous attacks. For instance, the fa-
mous Code Red computer worm exploited inadequate array bounds checking in
Microsoft’s IIS web server [41]. By providing a carefully crafted input string to the
application, the virus was able to perform system-level arbitrary code execution.
There are numerous other examples of well-known attacks that exploit runtime
errors: among them we find the Morris Worm (1988) [42], SQL Slammer (2003) [43],
andHeartbleed (2014) [44].Memory-related runtime errors regularly appear among
the official Top 25 Most Dangerous Software Weaknesses list yearly published by
MITRE, and from 2021 to 2023 out-of-bounds write has been ranked as themost
dangerous vulnerability [212].

While techniques such as testing and human inspection by security experts
are useful to detect (exploitable) runtime errors, the only option to rule out their
existence is through formal methods. In particular, abstract interpretation has
been effective in proving the absence of program failures in real-time avionics
software [183]. While analyses by abstract interpretation are sound, they can often
raise false positives. If the noise generated by the false alarms is too high, the
analyzer quickly becomes unusable.

Reducing the number of false alarms is usually achieved by employing more
precise abstract domains. Our work takes an orthogonal approach to the problem,
reducing the number of alarms by reporting the subset of possible runtime er-
rors that can be triggered by an attacker. As these errors are comparatively more
dangerous than the others, the report of the analyzer becomes more intelligible,
enhancing the usefulness of sound static analysis tools. Girol et al. make the same
observation, leveraging the concept of robust reachability to identify errors that are
relatively more dangerous [213]. A bug is robustly reachable if there exists a user in-
put for which the bug is always reached, regardless of the value of the uncontrolled
input. The main difference with our concept of exploitability, is that we require
the user input to be actually used in triggering the bug, while strong reachability
does not (see Section 7.9 for a detailed comparison).

Taint analysis, informally introduced in the following section, is a popular
technique used in computer security to track the flow of untrusted data within a
program, and we leverage this method to prove safety-nonexploitability. While
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taint analyzers often rely on heuristics to track the flow of unsafe data [127], our ap-
proach is semantic, namely grounded in a definition based on the formal semantics
of programs.While formalmethods techniques extensively studied the verification
of security properties such as noninterference [123, 124, 125] (see Section 6.3), the
nonexploitability analysis is, to the best of our knowledge, uninvestigated (see
Section 7.9 for a comparison). Thiswork bridges the gap between classic safety prop-
erties analysis and security hyperproperties [50] in order to rule out the existence
of exploitable runtime errors in a software system.

7.3. Taint analysis

In this section, we informally introduce the main ideas of a technique called taint
analysis, which tracks the set of variables that are user-controlled in a program.
This type of analysis is useful in security applications to find dangerous flows
of data from untrusted user input (called sources) to sensible program locations
(called sinks). Taint analysis remains the most applied technique in static analysis
of Android apps [202], and many analyzers for real-world applications rely on
it [127, 194, 201, 214]. We introduce this technique because in this work we rely on
a semantic taint analysis in order to prove that a program is safety-nonexploitable.

The taint analysis taintedJSK : ℘(V) → ℘(V) inductively collects the set of
possibly user-controlled variables after the execution of statement S, assuming
a set of previously tainted variables T. The primary way taint is propagated is
through assignments. Consider for instance x = y, and assume that y is tainted.
Then, x also becomes tainted, as the user can influence the value of x. This type of
taint propagation is known as an explicit flow (see Example 6.8), and it is captured
by the following rule:

taintedJx = AKT ≜ { y ∈ T | y ̸= x } ∪ { x | ∃y ∈ varsJAK : y ∈ T } (7.1)

Where varsJAK is the set of variables that syntactically appear in A. Another type
of taint propagation is through implicit flows (see Example 6.9), where the values
of the variables are influenced by the program control. Consider for instance the
program if (x==0) y = 1 else y = 2. If x is tainted, the user can possibly influence
whether y is 1 or 2, so that y should be tainted. The set of tainted variables after the
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execution of an if statement then corresponds to: 1) the variables tainted in the
then branch; 2) the variables tainted in the else branch; 3) if the condition is tainted,
the variables that are syntactically assigned inside of the branches, denoted as
assignedJStK and assignedJSeK. The following rule detects implicit flows:

taintedJif (B) St else SeKT ≜ (7.2)

taintedJStKT ∪ taintedJSeKT

∪

assignedJStK ∪ assignedJSeK if ∃y ∈ varsJBK : y ∈ T

∅ otherwise

Since implicit flows are generally considered less dangerous than explicit flows,
most taint analyzers simply ignore them and propagate taint only through assign-
ments [127, 194, 201, 214]. This results in fewer tainted variables, but could also
miss some significant flows of untrusted data that are difficult to observe with
manual inspection. In our work, we do take implicit flows into account.

The analysis that we present in this section is sound in the sense that it re-
turns an overapproximation of the user-controlled variables after the execution
of a statement. Nevertheless, the analysis is purely syntactic, and it ignores the
semantics of the program. It is possible, by taking the values of the variables into
account, to improve the precision of the analysis. Consider for instance the pro-
gram x = y-y, and assume that y is tainted. Then, the syntactic analysis would infer
that x is tainted as well, because it is assigned to an expression that contains a
tainted variable. Nevertheless, the value of x after the execution of the assignment
is always zero, namely the user is not able to control its value. In Section 7.8, we put
forward a semantic taint analysis that takes the values of the variables into account
to achieve enhanced precision.

7.4. Syntax

TheWHILE language that we introduced in Section 6.1 does not support significant
features such as nondeterminism, which is the capability to read a random integer
at runtime. Nondeterminism is necessary in order to model the environment
in which a program is executed. Another important feature that is relevant in a



7.5. SEMANTICS 133

P := S (Programs)
S := skip (Statements)

| x = input()
| x = rand()
| x = A
| S; S
| if (B) S else S
| while (B) S

A := n ∈ Z (Arithmetic Expressions)
| x ∈ V

| A ⋄ A (⋄ ∈ { +, -, *, / })
B := tt (Boolean Expressions)

| ff
| ¬B
| B ⋄ B (⋄ ∈ { &&, || })
| A ⋄ A (⋄ ∈ { <, <=, >, >=, ==, != })

FIGURE 7.2. Syntax of the WHILE language with nondeterminism

security context is dynamic input reads, that is the capability to read a value from
the user at runtime. In Figure 7.2 we present the syntax of the WHILE language
modified to support nondeterminism and dynamic user input reads. Expressions
are deterministic, and nondeterminism is isolated in the language in specific
statements (rand, input) to simplify the presentation. The fundamental difference
between input and rand is that data read from the former is controlled by the user,
and therefore relevant from a security point of view.

7.5. Semantics

In this section, we not only extend the concrete semantics of the WHILE language
to support nondeterminism and dynamic user input, but we also put forward a
reachability semantics that associates input states with output states. Furthermore,
the semantics inductively collects runtime errors, which is necessary in order to
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express safety-nonexploitability.
The program states are triplets (m, i, r) ∈ M×Z∞×Z∞ ≜ S. The first element is

the programmemory, the second is the unbounded sequence of inputs provided
by the user, and the third is the unbounded sequence of random numbers. As
we discuss later in this section, by embedding the sequence of nondeterministic
choices into the states, we have the advantage of supporting nondeterministic
constructs with a deterministic semantics (i.e., to each input state, we associate
at most one output state). Observe that for the sake of conciseness and to avoid
heavy mathematical notation, in this chapter we use the same symbols introduced
in Chapter 6 for the states, domains, and concrete semantics.

We explicitly represent states in which a runtime error occurred by setting a
special return variable to 1. All error-free states have the return variable, denoted
as ret, set to 0. Programs cannot read nor write explicitly to ret, as it cannot syn-
tactically appear in statements. Our semantics relies on pairs of initial-reachable
states. A set of initial-reachable states is a relation R ∈ ℘(S× S) ≜ D.

In this section, we will define the reachability semantics of statements SJSK :
(D × D) → (D × D) by induction. The first element in the input pair is the set of
pre-post states that reach the current statement without encountering an error,
while the second is the set of pre-post states that previously resulted in an error.
SJSK(R,E) outputs both the reachable and the error states after executing S. The
set of initial states is defined as follows.

I ≜ { ((m, i, r), (m, i, r)) | (m, i, r) ∈ S,m(ret) = 0 } (7.3)

We define the semantics of programs SJP := SK ∈ D by merging the reachable
states at the end of the program with those that resulted in an error.

SJP := SK ≜ let (R,E) = SJSK(I, ∅) in R ∪ E (7.4)

We now define by structural induction the reachability semantics of statements.
As usual, the skip statement does not modify the input.

SJskipK(R,E) ≜ (R,E) (7.5)

For the input read statement, we update the memory by assigning the first
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number in the infinite input sequence to the assigned variable, and then we shift
the input sequence. The operators hd and tl respectively extract the head and the
tail of a sequence.

SJx = input()K(R,E) ≜ (R ◦ { ((m, i, r), (m[x← hd(i)], tl(i), r) | (m, i, r) ∈ S) },E)
(7.6)

The random read statement is similar to the input read statement, but uses the
infinite sequence of random numbers.

SJx = rand()K(R,E) ≜ (R ◦ { ((m, i, r), (m[x← hd(r)], i, tl(r)) | (m, i, r) ∈ S) },E)
(7.7)

Assignments can result in errors, which in our semantics are represented as
states where ret is 1. If a runtime error occurs, the program sets ret to 1 and
adds the state to the second element of the output pair. Error states are collected
throughout the execution, and are propagated at the end of the program even in
case of non-termination. Note, however, that non-termination is not considered to
be an error. We define okJAK : D → D and errJAK : D → D to collect respectively
regular and error states in the evaluation of A.

okJAKR ≜ R ◦ { ((m, i, r), (m[x← AJAKm], i, r)) | (m, i, r) ∈ S,AJAKm ̸=  }
(7.8)

errJAKR ≜ R ◦ { ((m, i, r), (m[ret← 1], i, r)) | (m, i, r) ∈ S,AJAKm =  } (7.9)

SJx = AK(R,E) ≜ (okJAKR,E ∪ errJAKR) (7.10)

We define testJBK : D→ D to filter states according to a boolean condition B:

testJBKR ≜ R ◦ {((m, i, r), (m, i, r)) | (m, i, r) ∈ S,BJBKm = tt} (7.11)

We abuse the notation, and we use errJBK for the boolean evaluation of errors.

SJif (B) St else SeK(R,E) ≜ let (Rt,Et) = SJStK(testJBKR,E) in (7.12)

let (Re,Ee) = SJSeK(testJ¬BKR,E) in

(Rt ∪ Re,Et ∪ Ee ∪ errJBKR)
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The semantics of while statements is a classic fixpoint definition. The operator
∪̇ denotes the point-wise set union on pairs. We denote the point-wise lifting of an
operator ⋄ to tuples as ⋄̇.

SJwhile (B) SbK(R,E) ≜ let (R f ,E f ) = lfp F in (testJ¬BKR f ,E f ) (7.13)

where F(R1,E1) ≜ (R,E) ∪̇ SJif (B) Sb else skipK(R1,E1)

Example 7.1 (Nondeterminism and random input read)
Consider the following program:

1 x = rand();

2 if (x == 0) {

3 y = 1;

4 } else {

5 y = input ();

6 }

7 z = 1 / y;

The program sets the variable y to 1 or to a dynamic user input read depending
on a nondeterministic choice. Then, 1/y is assigned to the variable z. If
the user input is read and the user inserts 0, then the program results in a
runtime error. The semantics SJPK of the program can be partitioned into
three groups of pre-post states. First, there are the input-output pairs where
the first number in the random sequence is zero. Here, the final values of
y and z are 1. Second, there is the set of input-output pairs where the first
numbers in both the random and the input queues are non-zero. In this group,
the output values for y and z are respectively the first number in the input
sequence, and 1 divided by that number. Lastly, there are the input-output
pairs where the first number in the random sequence is not zero, but the first
number in the input sequence is zero. Here y is 0 in the output state, but z is
not changed from its initial value. On the other hand, unlike the other cases,
the variable ret is set to 1.
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7.6. Safety-nonexploitability

In this section, we first give a formal definition of safety-nonexploitability as a
2-hypersafety property [50] (see Section 6.3.2). Then, we put forward an alterna-
tive characterization based on semantically tainted (i.e. user-controlled) variables,
whichwe leverage to introduce a sound, effective analysis for safety-nonexploitability.
The proofs of the theoretical results are reported in Appendix A.

Safety-nonexploitability formalizes the idea that by modifying only the user
input at the beginning of a program, it is not possible to change whether the pro-
gram results in a runtime error or not. Since we designed our concrete semantics
to explicitly represent runtime errors as states with the return variable set to 1, we
use programmemories to differentiate erroneous states from regular ones.

Definition 7.1 (Safety-nonexploitability)

NE ∈ ℘(D)

NE ≜ {R ∈ D | ∀((m0, i0, r0), (m1, i1, r1)), ((m′0, i
′
0, r
′
0), (m

′
1, i
′
1, r
′
1)) ∈ R :

m0 = m′0, r0 = r
′
0 =⇒ m1(ret) = m′1(ret) }

Observe that our definition of safety-nonexploitability does not explicitly re-
quire user inputs at the beginning of the program to be different. Nevertheless,
since our semantics is deterministic, if two states are exactly equal at the beginning
of the program, they result in the same state at the end, and therefore the condition
m1(ret) = m′1(ret) trivially holds.

Remark 7.1 (NE is a 2-hypersafety property)
According to the taxonomy of program properties that we presented in Sec-
tion 6.3, safety-nonexploitability is a 2-hypersafety property (seeDef. 6.4). This
is due to the fact that to disproveNE it is sufficient to find two input-output
pairs that in the initial state agree on everything but the input sequence, and
differ in the output value for ret.

Safety-exploitability is defined as the negation of safety-nonexploitability. We
formally define the property because we often mention it in our examples, even
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though in this work we are interested in proving safety-nonexploitability.

Definition 7.2 (Safety-exploitability)

E ∈ ℘(D)

E ≜ {R ∈ D | ∃((m0, i0, r0), (m1, i1, r1)), ((m′0, i
′
0, r
′
0), (m

′
1, i
′
1, r
′
1)) ∈ R :

m0 = m′0, r0 = r
′
0 : m1(ret) ̸= m

′
1(ret) }

Example 7.2 (Nonexploitability and exploitability)
According to our definition, the following program is safety-exploitable:

x = input(); 1/x

This is because if we consider two initial states, one in which the first element
of the input sequence is zero, and the other in which it is not, we observe
that the value of ret changes. Conversely, the following program is safety-
nonexploitable:

x = rand(); 1/x

Even if there is a possible division by zero, oncewefix the sequence of random
numbers, changing the user input does not result in modifying the value of
ret. If we did not compare pairs of initial states with the same sequence of
random numbers, the program would be exploitable, even if the user input
is never read.

Example 7.3 (Comparison with robust reachability [213])
A bug is robustly reachable if there exists a user input for which the bug is
always reached, regardless of the value of the random input. Consider a
program that always results in a division by zero: 1/0. The program is safety-
nonexploitable: for any possible user input, the value of retwill always be
1. Conversely, the error is robustly reachable, as it is trivially reached for
any user input. This highlights an important difference between the two
concepts: safety-nonexploitability requires the user input to be effectively used
in triggering program errors, while robust reachability does not.
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In what follows, we show that safety-nonexploitability can be expressed in
terms of semantically tainted variables. Intuitively, a variable is tainted if an attacker
can control its value. Taint analysis [202], informally introduced in Section 7.3,
is a well-known technique in computer security to track the variables that are
controlled by external users. However, many existing approaches use heuristics
and syntactic formulations of the problem, which may be both imprecise and
unsound. In contrast, we rely on a semantic approach, which is grounded in the
formal semantics of programs. The following hyperproperty captures the set of
semantics where the value of a variable x depends on the user’s input, i.e. x is
tainted. The definition formalizes the intuition that x is tainted if, by modifying
only the user input, it is possible to change the value of x.

Definition 7.3 (Taint)
Let x ∈ V.

T : V→ ℘(D)

T(x) ≜ {R ∈ D | ∃((m0, i0, r0), (m1, i1, r1)), ((m′0, i
′
0, r
′
0), (m

′
1, i
′
1, r
′
1)) ∈ R :

m0 = m′0, r0 = r
′
0 : m1(x) ̸= m

′
1(x)}

We define abstraction and concretization functions for ℘(V).

αt : ℘(D)→ ℘(V) γt : ℘(V)→ ℘(D)

αt(R) ≜ { x ∈ V |R ⊆ T(x) } γt(T) ≜
⋂
x∈T

T(x)

There is a Galois connection between ℘(D) and ℘(V) defined by αt and γt:

(℘(D),⊆) ––––––→←––––––αt

γt
(℘(V),⊇) (7.14)

The order for the abstract domain ℘(V) is ⊇ because if we consider more relations,
we obtain fewer tainted variables common to all of these relations. Notice that this
is different from observing that larger relations present more tainted variables,
which will be discussed later in this section. By relying on T, we can formally
define when a variable is tainted in a program.
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Definition 7.4 (Semantically tainted variable)
A variable x is tainted in a program P if x ∈ αt({SJPK}).

Example 7.4 (Implicit flows and taint)
As already mentioned in Section 7.3, if statements can generate implicit
flows [126], namely dependencies that arise from the program control flow.
Consider the following program:

x = input(); if (x==0) y = 1 else y = 2

Depending on the user’s input, y can be either 1 or 2, and accordingly to our
semantic characterization of tainted variables, y is tainted. Taint analyzers
(e.g. [214, 201, 127, 194]) often ignore implicit flows, considering only explicit
flows (i.e., when tainting is propagated through assignments only), which
is unsound in our framework. In the analysis described in Section 7.8, we
develop an abstraction that does take implicit flows into account. Observe
that in our formal definition of taint–which is based on the semantics of a
program–there is no need to differentiate implicit and explicit flows.

If the user cannot control the value of ret, then she cannot control whether
there is a runtime error, i.e. the program is safety-nonexploitable. This is the
fundamental observation used in the following alternative characterization ofNE.

Theorem 7.1 (Chaterization ofNE with taint)
Let R ∈ D.

R ∈NE ⇐⇒ ret /∈ αt({R})

Thm. 7.1 is significant because it shows that safety-nonexploitability can be
verified by relying on a taint analysis. In contrast to classic taint analyses, simply
tracking the set of user-controlled variables is not sufficient, as to infer whether ret
is tainted we also need to detect runtime errors. In fact, ret does not syntactically
appear in programs, and its value changes only when program failures occur. To
determine when this happens, is it important to consider the values of the variables.
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Without semantic information about the values of the variables, every expression
with a division should be considered dangerous in order to be sound, and this
would result in an unacceptable loss of precision. In Section 7.8 we put forward
a sound analysis by abstract interpretation that can prove programs to be safety-
nonexploitable by combining a classic value analysis with a taint analysis. The
former detects program locations that potentially present runtime errors, while
the latter determines whether the user can trigger those errors.

Hyperproperties verification is challenging for analyses based on abstract
interpretation, because not every hyperproperty is subset-closed [50]: by computing
an overapproximation R1 of R0, the fact that R1 respects an hyperproperty does not,
in the general case, imply that R0 respects the hyperproperty. To overcome this
problem, many works rely on hypersemantics [215, 216, 217, 218, 219]: the concrete
semantics of a program is a set of sets of states, in contrast to a classic set of states.
The main disadvantage of hypersemantics is that hyperdomains [215, 216, 217] are
incompatible with regular abstract domains: the former abstract hypersemantics,
while the latter abstract regular semantics.

In this work, we rely on the standard abstract interpretation framework. In the
rest of this section, we show that an overapproximation of the concrete semantics
is sufficient to prove safety-nonexploitability. In particular, we show thatNE is
subset-closed, and the consequence is that an overapproximation of SJSK is enough
to prove safety-nonexploitabilty. A significant benefit of using the standard frame-
work is that we can combine a taint analysis with any existing over-approximating
value domain, which leads to a modular design. Furthermore, enhancing the pre-
cision of the numeric analysis improves the precision of the taint analysis as well.
Observe that, as discussed in this section, in our context, it is important to rely
on a classic safety analysis (and hence, on regular abstract numeric domains) to
identify expressions that potentially present runtime errors.

We observe that larger semantics have more tainted variables. This holds due
to the existential quantifier in Def. 7.3. Let R0,R1 ∈ D.

R0 ⊆ R1 =⇒ αt({R0}) ⊆ αt({R1}) (7.15)

By using this result, we observe that if ret is not tainted in R1, it cannot be
tainted in R0. This implies that if R1 is safety-nonexploitable, then R0 is safety-
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nonexploitable, namelyNE is subset-closed.

Theorem 7.2 (NE is subset-closed)
Let R0,R1 ∈ D.

(R0 ⊆ R1 and R1 ∈NE) =⇒ R0 ∈NE

Thm. 7.2 is significant because it implies that by overapproximating the seman-
tics of a program, we can still prove that it is safety-nonexploitable. This justifies
why the standard abstract interpretation framework is sufficient, and allows using
the large library of existing abstract value domains. The theorem formalizes the
intuition that if it is not possible for an attacker to trigger any runtime error, by
further reducing the semantics of the program–and hence the capabilities of the
attacker and the set of errors–she is still not able to make the program fail.

7.7. Taint concrete semantics

In this section, we define the non-computable concrete taint semantics that we
overapproximate in Section 7.8. The semantics associates the reachable states
with the set of semantically tainted variables using the abstraction function αt. As
the semantics is not structural (i.e. defined by induction on the program syntax),
we also develop a structural equivalent definition. This is necessary in order to
overapproximate the concrete taint semantics with an inductive and effectively
computable abstract semantics.

We first define the reachability taint semantics of statements StJSK : (D× D)→
(D×D×℘(V)). This semantics associates each statement with its set of truly tainted
variables by relying on αt.

StJSK(R,E) ≜ let (R1,E1) = SJSK(R,E) in (R1,E1,αt({R1 })) (7.16)

Example 7.5 (Taint concrete semantics)
Consider the following program:

x = rand(); if (x == 0) { y = input() }
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1 void main() {
2 if (getchar () == ’a’)
3 rand();
4 int z = rand();
5 }

FIGURE 7.3. C program that reads pseudo-random numbers

If we consider its concrete taint semantics starting from the initial states I,
we find that the variable y is tainted in StJSK(I, ∅). This is due to the fact that
there exist two pairs of initial states that agree on everything but the input
sequence and result in different values for y. For instance, the initial states
({x 7→ 0, y 7→ 0}, 0∞, 0∞) and ({x 7→ 0, y 7→ 0}, 1∞, 0∞) result respectively in 1
and 0 for y.

We then define the reachability taint semantics for programs StJP := SK ∈
D× ℘(V). As regular and erroneous states are merged at the end of programs, we
use αt to obtain the tainted variables in the union.

StJP := SK ≜ let (R,E) = SJSK(I, ∅) in (R ∪ E,αt({R ∪ E })) (7.17)

Observe that only at the end of the program ret can become tainted: regular and
erroneous states are partitioned in the semantics for statements, so that ret is
always constant (0 for the normal executions and 1 for the others). The program P

is then safety-nonexploitable iff ret is not tainted in StJP := SK.

Remark 7.2 (Taint and rand statements)
The statement x = rand() can taint x if there are two executions in which
the sequence of random numbers is out-of-sync due to a user action. This is
because in the definition ofT we compare pairs of execution with the same
sequence of random numbers. Consider the following program:

1 x = input ();

2 if (x != 0) {

3 y = rand();

4 }

5 z = rand();
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The user can control whether z is assigned to the first or the secondnumber in
the random sequence. If we fix as random sequence 1, 2, . . . , we can observe
that z can be either 1 or 2 at the end of the program, depending on the user’s
input.
Observe that this behaviour is relevant in scenarios where the attacker has
partial knowledge about the uncontrolled random input. For instance, con-
sider the program in Figure 7.3, where the application first reads a character
from standard input. If the character is a, the program reads the first pseudo-
random number, and then it assigns z to rand(). As the sequence of random
numbers has not been initialized, it does not change and could be predicted
across different executions. The user can make the program assign z to the
first or second number in the sequence, being able to influence the assigned
value. Another relevant case is when a program reads a file with unmodifi-
able but public content. If an attacker can control which bytes are read, then
she can influence the execution of the program without even modifying the
contents of the file.
The fact that random read statements can potentially taint the assigned vari-
able directly derives from our semantic definition of T. By changing the
definition ofT, it is possible to choose whether random read statements can
taint assigned variables. We make the choice to use random read statements
as potential sources of tainted data because, in a context in which an attacker
has (partial) knowledge about the unmodifiable pseudo-random input, such
statements can be exploited to influence the execution of the program.While
it would be possible to support the classic model where the attacker has no
knowledge about the random input, this is less interesting in a context where
security is considered fundamental.

As we want to overapproximate the concrete taint semantics by induction on
the program structure, we give a structural equivalent definition of StJSK. The non-
computable semantics ŜtJSK : (D×D× ℘(V))→ (D×D× ℘(V)) inductively collects
the truly tainted variables. The semantics takes as additional input parameter
the set of previously tainted variables, which are used to infer the set of tainted
variables after the execution of the statement. As usual, skip statements do not
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modify the input.

ŜtJskipK(R,E,T) ≜ (R,E,T) (7.18)

After the execution of x = input(), x is tainted if and only if the user can provide
two different numbers as the first element of the sequence.

ŜtJx = input()K(R,E,T) ≜ (7.19)

let (R1,E1) = SJx = input()K(R,E) in

let T1 = { y ∈ T | y ̸= x } ∪

{ x | ∃((m0, i0, r0), (m1, i1, r1)), ((m′0, i
′
0, r
′
0), (m

′
1, i
′
1, r
′
1)) ∈ R :

m0 = m′0, r0 = r
′
0 : hd(i1) ̸= hd(i′1) } in

(R1,E1,T1)

Random read statements follow the same pattern.

ŜtJx = rand()K(R,E,T) ≜ (7.20)

let (R1,E1) = SJx = rand()K(R,E) in

let T1 = { y ∈ T | y ̸= x } ∪

{ x | ∃((m0, i0, r0), (m1, i1, r1)), ((m′0, i
′
0, r
′
0), (m

′
1, i
′
1, r
′
1)) ∈ R :

m0 = m′0, r0 = r
′
0 : hd(r1) ̸= hd(r′1) } in

(R1,E1,T1)

Observe that the scenario where x becomes tainted after the execution of x =
rand() can only occur if there exist two executions that only differ in the input
sequence, resulting in one of the two reading from the random sequence at least
one additional time, as the initial random sequences are equal. This happens when
the user can control how many times there is a read from the sequence of random
numbers (see Remark 7.2).

For assignments, we taint the assigned variable if the outcome of the arithmetic
evaluation can be controlled by the user. This happens when the tainted variables
in the arithmetic expressions can change the outcome of the evaluation. Observe
that runtime errors are handled by the underlying SJSK semantics. Since they do



146 CHAPTER 7. SOUND ABSTRACT SAFETY NONEXPLOITABILITY ANALYSIS

not influence the set of tainted variables after the execution of the assignment,
runtime errors are ignored to compute the set of truly tainted variables.

ŜtJx = AK(R,E,T) ≜ (7.21)

let (R1,E1) = SJx = AK(R,E) in

let T1 = { y ∈ T | y ̸= x }∪

{ x | ∃((m0, i0, r0), (m1, i1, r1)), ((m′0, i
′
0, r
′
0), (m

′
1, i
′
1, r
′
1)) ∈ R :

m0 = m′0, r0 = r
′
0 :  ̸= AJAKm1 ̸= AJAKm′1 ̸=  } in

(R1,E1,T1)

As usual, the semantics of statement composition S1; S2 is defined as the exe-
cution of S2 on the result of the execution of S1.

ŜtJS1; S2K(R,E,T) ≜ ŜtJS2K(ŜtJS1K(R,E,T)) (7.22)

As discussed in this chapter, if statements can generate implicit flows [126] (see
Example 7.4). We define a helper function to compute the set of variables that
are tainted due to implicit flows. This function considers pairs of executions that
initially differ only by the user input. If two executions follow different branches
and yield different values for a variable, such a variable is tainted. This happens
when the evaluation of the boolean condition depends on the user input.

diffJif (B) St else SeK : D→ ℘(V)

diffJif (B) St else SeKR ≜ (7.23)

{ x ∈ V | ∃((m0, i0, r0), (m1, i1, r1)), ((m′0, i
′
0, r
′
0), (m

′
1, i
′
1, r
′
1)) ∈ R :

let (Rt,Et) = SJStK(testJBK{((m0, i0, r0), (m1, i1, r1))}, ∅) in

let (Re,Ee) = SJSeK(testJ¬BK{((m′0, i
′
0, r
′
0), (m

′
1, i
′
1, r
′
1))}, ∅) in

∃(m2, i2, r2) : ((m0, i0, r0), (m2, i2, r2)) ∈ Rt :

∃(m′2, i
′
2, r
′
2) : ((m

′
0, i
′
0, r
′
0), (m

′
2, i
′
2, r
′
2)) ∈ Re :

m0 = m′0, r0 = r
′
0 : BJBKm1 = tt,BJBKm′1 = ff :

m2(x) ̸= m′2(x) }
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Example 7.6 (Semantically tainted variables and implicit flows)
Consider the following program:

if (x == 0) { y = x } else { y = 0 }

Consider the case in which x is tainted. While it might seem like there is
an implicit flow from x to y, this is not actually the case. In fact, even if y
is assigned in a branch whose execution depends on a tainted variable, the
value of y will always be 0 at the end of the program. Sound taint analyses
often have to classify y as tainted, as they do not usually compare the output
values of the variables after the execution of the branches. Our definition of
diffJif (B) St else SeK is strictly semantic, and does not classify y as tainted.

The tainted variables in if statements are obtained as the union of the tainted
variables in the individual branches, to which we add the tainted variables due to
implicit flows computed by diffJif (B) St else SeK.

ŜtJif (B) St else SeK(R,E,T) ≜ (7.24)

let (Rt,Et,Tt) = ŜtJStK(testJBKR,E,T \ αt({testJBKR})) in

let (Re,Ee,Te) = ŜtJSeK(testJ¬BKR,E,T \ αt({testJ¬BKR})) in

let Tte = diffJif (B) St else SeKR in

(Rt ∪ Re,Et ∪ Ee ∪ errJBKR,Tt ∪ Te ∪ Tte)

Example 7.7 (Semantically tainted variables and boolean conditions)
Observe that the tainted variables inside of the individual branches corre-
spond to the previously tainted variables to which we remove the not tainted
ones (namely αt({testJBKR})) after the execution of the boolean condition.
Consider the following program:

1 x = input ()

2 if (x == 0) {

3 ...

4 }

Even if x is tainted before executing the condition at line 2, inside of the then
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branch at line 3 the variable is not tainted. The reason is that at line 3, x is 0,
namely a constant whose value cannot be controlled by the user. Our rule
captures the fact that x is not tainted inside of the then branch. Let R be the
set of reachable states before line 2, and consider V = {x}:

R = { ((m0, i0, r0), (m1, i1, r1)) | m1(x) = hd(i0), i1 = tl(i0) }

Then, the set of tainted variables at line 3 corresponds to the following:

{ x } \ αt({testJx == 0KR})

= { x } \ αt({ ((m0, i0, r0), (m1, i1, r1)) | m1(x) = 0, hd(i0) = 0, i1 = tl(i0) })

= { x } \ ∅

= { x } \ { x }

= ∅

Observe that even if x is not tainted inside the then branch, any variable
that is semantically assigned within it will be tainted at the end of the
if statement due to an implicit flow. Such a dependency is captured by
diffJif (B) St else SeK.

The taint semantics for while statements is expressed as a least fixpoint.

ŜtJwhile (B) SbK(R,E,T) ≜ let (R f ,E f ,T f ) = lfp F in (7.25)

(testJ¬BKR f ,E f ,T f \ αt({testJ¬BKR f }))

where F(R1,E1,T1) ≜ (R,E,T) ∪̇ ŜtJif (B) Sb else skipK(R1,E1,T1)

The following theorem formalizes that the structural and non-structural taint
semantics are equivalent. The theorem holds under the assumption that the input
parameter T of the structural version exactly corresponds to the set of tainted
variables in the reachable states.

Theorem 7.3 (Correctness of ŜtJSK)
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Let R,E ∈ D and T ∈ ℘(V) such that T = αt({R }).

StJSK(R,E)
.= ŜtJSK(R,E,T)

Thm. 7.3 is significant as it shows that the structural and the non-structural
semantics are equivalent under the assumption that the input of the structural
version exactly corresponds to the set of tainted variables in the reachable states.
At the beginning of the program, this set can be initialized to ∅, as there are no
tainted variables in the initial states.

7.8. Taint abstract semantics

In this section, we introduce a computable sound overapproximation of the con-
crete taint semantics presented in Section 7.7. This abstraction of the concrete
non-computable semantics is parametric in theunderlying abstract domainused to
overapproxiamate the values of the variables. In contrast to traditional techniques,
we leverage numeric invariants to improve the precision of the taint analysis.

Let D♯ be the abstract numeric domain used to overapproximate D, and γd :
D♯ → D be the concretization function. The domain D♯ is equipped with partial
order⊆♯

d and abstract join ∪
♯
d, while⊥

♯
d is the bottom element. We assume S♯dJSK :

(D♯ × D♯) → (D♯ × D♯) given by the numeric domain to be a sound computable
abstraction of SJSK:

∀R♯,E♯ ∈ D♯ : SJSK(γ̇d(R
♯,E♯)) ⊆̇ γ̇d(S

♯
dJSK(R

♯,E♯)) (7.26)

Where γ̇d is the point-wise application of the concretization function γd to pairs of
abstract elements. The abstract value domain also exposes the abstract functions
test♯JBK and err♯JBK to overapproximate the concrete ones.

Remark 7.3 (Numeric domains and taint analysis)
While the concrete semantics is defined as a set of input-output relations to
express safety-nonexploitability, in the numeric abstraction it is possible to
use numeric domains that simply abstract sets of states. In order to do this,
it is sufficient to abstract only the image of the relations, and then consider
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each possible state as initial in the concretization.
Our abstract taint semantics achieves enhanced precision by querying the
numeric domain. Nevertheless, the queries are limited to properties of the
reachable states (e.g., constancy of a variable), so that the numeric informa-
tion about the initial states does not improve the precision. This implies that
by using regular numeric domains (such as those presented in Section 6.4.3)
that do not keep information about initial states, we do not lose precision.

In the rest of the section,we structurally define the abstract taint semantics S♯tJSK :
(D♯×D♯×℘(V))→ (D♯×D♯×℘(V)). The semantics collects an overapproximation of
the reachable states, the error states, and the tainted variables. The concretization
function γ : (D♯ × D♯ × ℘(V))→ (D× D× ℘(V)) is defined as follows:

γ(R♯,E♯,T♯) ≜ (γd(R
♯),γd(E

♯),T♯) (7.27)

The soundness theorem states that the abstract semantics exhibitsmore tainted
variables than those in the concrete semantics ŜtJSK.

Theorem 7.4 (Soundness of S♯tJSK)
Let R♯,E♯ ∈ D♯ and T♯ ∈ ℘(V).

ŜtJSK(γ(R♯,E♯,T♯)) ⊆̇γ(S♯tJSK(R
♯,E♯,T♯))

In our abstract semantics, we taint ret every time there is a possible runtime
error due to user input. This ensures that if ret is not tainted in S

♯
tJSK, it will not

be tainted at the end of the program, i.e. the program is safety-nonexploitable. Let
I♯ ∈ D♯ be an overapproximation of the set of initial states, namely I ⊆ γd(I♯).

Theorem 7.5 (Soundness of the safety-nonexploitability analysis)
Let P := S be a program, and let (R♯,E♯,T♯) = S

♯
tJSK(I

♯,⊥♯
d, ∅).

ret /∈ T♯ =⇒ SJP := SK ∈NE

In the rest of this section, we define by structural induction S
♯
tJSK. The abstract

semantics collects an overapproximation of the tainted variables, and specifically
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taints ret whenever a runtime error potentially caused by the user occurs. We
will take advantage of the helper function taint♯JAK : (D♯ × ℘(V)) → B that re-
turns tt if the result of the evaluation of A could depend on tainted variables. The
classic well-known approach to implement taint♯JAK is to return tt if a tainted vari-
able syntactically occurs in A. This is sound because if there is no user-controlled
variable in A, then the user cannot influence the outcome of the evaluation. Nev-
ertheless, the approach can sometimes result in a loss of precision. For instance,
consider the program x = input(); y = x; z = x-y. The user cannot control the
value of z, as it is always 0. By using a relational abstract domain such as polyhe-
dra or octagons [158], it is possible to determine that z is constant, and therefore
that it is not tainted. We rely on the function isconst♯JAK : D♯ → B provided by
the numeric domain that returns tt if the evaluation of A in an abstract state is
constant. The implementation depends on the numeric domain, and for intervals
can be implemented as follows:

isconst♯iJAKR
♯ ≜


tt if A♯

V♯
I

JAKR♯ = ⊥i

l = u if A♯

V♯
I

JAKR♯ = [l ,u]
(7.28)

We can then define taint♯JAK as follows:

taint♯JAK(R♯,T♯) ≜



ff if R♯ = ⊥♯
d

ff else if isconst♯JAKR♯

ff else if A = n

ff else if A = x ∧ x /∈ T♯

tt else if A = x ∧ x ∈ T♯

taint♯JA1K(R♯,T♯) else if A = A1 ⋄ A2
∨ taint♯JA2K(R♯,T♯)

(7.29)

The abstract semantics for skip statements is standard.

S
♯
tJskipK(R

♯,E♯,T♯) ≜ (R♯,E♯,T♯) (7.30)
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As variables read from user input are the main sources of tainted data, we
always taint variables read from input statements.

S
♯
tJx = input()K(R♯,E♯,T♯) ≜ let (R♯1,E

♯
1) = S

♯
dJx = input()K(R♯,E♯) in (7.31)

(R♯1,E
♯
1,T

♯ ∪ { x })

As observed in Section 7.7 (see Remark 7.2), random read statements can taint
the assigned variable in case the user controls the position of the value which is
read in the random input sequence. For the abstract semantics, it would be sound to
always taint the assigned variable. Nevertheless, this is too coarse, and we propose
an abstraction that improves the precision. The idea is to represent the sequence of
randomnumbers as a queue: programs read from it at index i, and then increment
i. In this model, x = rand() is syntactically substituted with x = rand[i]; i = i+1.
We assume that the abstract semantics S♯dJSK can handle reading from the queue.
The special index variable i is then handled by the numeric domain as any other
variable. We taint the result of x = rand() only if i is tainted: this happens when
the user can control which number is read from the random sequence.

S
♯
tJx = rand()K(R♯,E♯,T♯) ≜ (7.32)

let (R♯1,E
♯
1) = S

♯
dJx = rand[i]; i = i+1K(R♯,E♯) in

let T♯1 = { y ∈ T
♯ | y ̸= x } ∪ { x | taint♯JiK(R♯,T♯) } in

(R♯1,E
♯
1,T

♯
1)

Assignments can present runtime errors, so that we need to taint ret in case the
user can trigger a program failure. To determine if there is an exploitable runtime
error in the evaluation of an expression, we rely on the function exploit♯JAK :
(D♯ × ℘(V)) → B. The function returns tt if there is a possible runtime error
when evaluating A, and such an error can be triggered by the user. We assume
the existence of a function zero♯JAK : D♯ → B, which is provided by the numeric
domain and returns tt if the evaluation of A is possibly zero. For instance, for
intervals it can be implemented as follows:

zero♯iJAKR
♯ ≜ [0, 0] ⊑i A

♯

V♯
I

JAKR♯ (7.33)
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By using taint♯JAK and zero♯JAK, we can define exploit♯JAK as follows.

exploit♯JnK(R♯,T♯) ≜ ff (7.34)

exploit♯JxK(R♯,T♯) ≜ ff (7.35)

exploit♯JA1 ⋄ A2K(R♯,T♯) ≜


tt if ⋄ = /, zero♯JA2KR♯, taint♯JA2K(R♯,T♯)

tt if exploit♯JA1K(R♯,T♯) or exploit♯JA2K(R♯,T♯)

ff otherwise

(7.36)

Then, assignments taint the assigned variable in case evaluation of the arith-
metic expression possibly depends on user input, and taint ret in case the user
can trigger a runtime error.

S
♯
tJx = AK(R♯,E♯,T♯) ≜ (7.37)

let (R♯1,E
♯
1) = S

♯
dJx = AK(R♯,E♯) in

let T♯1 = { y ∈ T
♯ | y ̸= x }∪

{ x | taint♯JAK(R♯,T♯) } ∪ { ret | exploit♯JAK(R♯,T♯) } in

(R♯1,E
♯
1,T

♯
1)

The abstract semantics of statements composition is standard.

S
♯
tJS1; S2K(R

♯,E♯,T♯) ≜ S
♯
tJS2K(S

♯
tJS1K(R

♯,E♯,T♯)) (7.38)

Example 7.8 (Safety-exploitability in assignments)
Consider the following program, analyzed with the interval domain:

x = input(); y = 1/x

After the execution of x = input() the variable x is tainted and can have any
value. The statement y = 1/x taints y because taint♯J1/xK returns tt, as x is



154 CHAPTER 7. SOUND ABSTRACT SAFETY NONEXPLOITABILITY ANALYSIS

tainted in the input state. Furthermore, ret is tainted as well:

exploit♯J1/xK({x 7→ [–∞, +∞]}, {x})

= zero♯JxK{x 7→ [–∞, +∞]} ∧ taint♯JxK({x 7→ [–∞, +∞]}, {x})

= [0, 0] ⊑i [–∞, +∞] ∧ x ∈ {x}

= tt

As discussed in Section 7.6 (see Example 7.4), if statements can generate implicit
flows [126], namely dependencies that originate from the program control flow.
When an attacker can control which branch of an if statement is executed, and in
that branch a variable is assigned, then the variable could be tainted.

The set of variables that become tainted as a result of a tainted condition is
traditionally overapproximated, when conditions are handled at all, with the vari-
ables that syntactically appear in the assignments of the branches (see Section 7.3).
This is a coarse overapproximation, and we can improve this result by using the
values of the variables. For instance, consider the following program:

x = y; if (y < x) { z = 10}

The assignment is never executed, and a relational analysis can deduce that
z is never assigned. The traditional syntactic approach is not sufficient to infer
this information. We rely on the function assigned♯JSK : D♯ → ℘(V) that returns
an overapproximation of the set of variables that are semantically assigned when
executing S. If there is a state in the concretization of the abstract input R♯ in which
a variable x changes value during the execution of S, then x ∈ assigned♯JSKR♯.
Observe that in case an exploitable runtime error occurs, assigned♯JSKR♯ includes
ret, which does not syntactically appear in the program. A straightforward imple-
mentation can run the regular value analysis and inductively collect the variables
that are assigned. While doing this, the function discards unreachable code and
assignments that do not modify the state, such as x = 0 when x is already 0, being
effectively more precise than a syntactic approach. In Appendix C we report an
implementation for assigned♯JSK for the interval domain. We define the following
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function to compute the set of variables that are tainted due to implicit flows.

diff♯Jif (B) St else SeK(R♯,T♯) ≜ (7.39)

{ x ∈ assigned♯Jif (B) St else SeKR♯ | taint♯JBK(R♯,T♯) }

Tainted variables can also become untainted due to conditionals. For instance,
the variable x is not tainted inside of the then branch in the following program: x =
input(); if (x==0) {...} (see Example 7.7). The reason is that x equals zero when
entering the first branch, and constants are by definition not controlled by the user.
Classic methods ignore this, and do not filter tainted variables after conditionals.
This is sound, but we can again achieve better precision by taking into account the
values of the variables. We define the function refine♯JBK : (D♯ × ℘(V))→ ℘(V) as
follows:

refine♯JBK(R♯,T♯) ≜ T♯ \ const♯(test♯JBKR♯) (7.40)

The function const♯ is provided by the abstract domain, and returns the set of
constant variables in the abstract state. For instance, in the interval domain it can
be implemented as follows:

const♯i : V♯
I → ℘(V)

const♯i (R
♯) ≜ { x | isconst♯iJxKR

♯ } (7.41)

The function refine♯JBK filters out the variables that are constant after the
execution of the test B, improving the precision of the analysis. We can now give
the definition of the abstract semantics for if statements.

S
♯
tJif (B) St else SeK(R

♯,E♯,T♯) ≜ (7.42)

let (R♯t ,E
♯
t ,T

♯
t ) = S

♯
tJStK(test

♯JBKR♯,E♯, refine♯JBK(R♯,T♯)) in

let (R♯e,E
♯
e,T

♯
e) = S

♯
tJSeK(test

♯J¬BKR♯,E♯, refine♯J¬BK(R♯,T♯)) in

let T♯te = diff♯Jif (B) St else SeK(R♯,T♯) in

(R♯t ∪
♯
d R

♯
e,E

♯
t ∪

♯
d E

♯
e ∪

♯
d err

♯JBKR♯,T♯t ∪ T
♯
e ∪ T

♯
te)
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Example 7.9 (Abstract taint semantics and implicit flows)
The following program contains an implicit flow:

1 x = input ();

2 if (x == 0) {

3 y = 1;

4 } else {

5 y = 2;

6 }

The abstract taint semantics infers that y is tainted at the end of the program,
and this is due to the fact that y is assigned in a branch whose execution is
influenced by a tainted variable:

diff♯Jif (x==0) y = 1 else y = 2K({x 7→ ⊤}, {x})

= { z ∈ assigned♯Jif (x==0) y = 1 else y = 2K{x 7→ ⊤} | taint♯Jx==0K({x 7→ ⊤}, {x}) }

= { z ∈ {y} | x ∈ {x} }

= { y }

Observe that x is not tainted inside of the then branch, because its value is
constant. This can be observed, for instance, with an interval analysis:

refine♯Jx==0K({x 7→ [–∞, +∞]}, {x})

= {x} \ const♯i (test
♯

V♯
I

Jx==0K{x 7→ [–∞, +∞]})

= {x} \ const♯i ({x 7→ [0, 0]})

= {x} \ {x}

= ∅

Example 7.10 (Abstract taint semantics with implicit flows and random reads)
The following program demonstrates various ways in which our analysis
differs from other taint analyses.

1 x = input ();

2 y = 1;

3 if (x == 0) {
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4 z = rand();

5 if (z == 0) { 1/x }

6 if (z == 1) { y = z }

7 }

8 w = rand();

Firstly, we can infer that the program is exploitable: if the user inputs zero,
then there is the possibility, depending on the sequence of random numbers,
that a runtime error is triggered. The value analysis is important to infer that
x is zero when performing the division, so that we can deduce that there is
a division by zero. Secondly, we can use the semantic information inferred
by the numeric domain to deduce that y is not tainted. Even if y is assigned
inside of a branch that depends on the user’s input, the variable y does not
change, as it is still 1 after the execution of the statement. An interval analysis
is sufficient to deduce this. Thirdly, we can infer that the variable w is tainted:
depending on user input, it is assigned either to the first or the second value
in the sequence of random numbers.

Further precision improvements can be implemented. For instance, consider
the program if (x < 10) { y = 0} else { y = 1} . If the abstract value domain can
determine that before the execution of the statement the value of x is less than
10, the statement is semantically equivalent to y = 0. This implies that, even if x is
tainted, the user cannot control the value of y. When the analysis can infer that
one of the two branches is never executed, the if statement can be substituted with
the other branch, ignoring the implicit flows that are generated by the condition,
and improving again the precision.

The abstract semantics for while statements is a classic limit computation that
relies on the widening operator∇ to guarantee convergence in a finite number
of iterations. As the number of variables is finite, ℘(V) has finite height, so that
the widening operator for ℘(V) is simply the set union. The abstract operator
(R♯1,E

♯
1,T

♯
1) ∪̇

♯ (R♯2,E
♯
2,T

♯
2) denotes (R

♯
1 ∪

♯
d R

♯
2,E

♯
1 ∪

♯
d E

♯
2,T

♯
1 ∪ T

♯
2), and the operator

(R♯1,E
♯
1,T

♯
1)∇̇(R

♯
2,E

♯
2,T

♯
2) denotes (R

♯
1∇R

♯
2,E

♯
1∇E

♯
2,T

♯
1 ∪ T

♯
2).

S
♯
tJwhile (B) SbK(R

♯,E♯,T♯) ≜ let (R♯f ,E
♯
f ,T

♯
f ) = lim Fn(⊥♯

d,⊥
♯
d, ∅) in (7.43)
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(test♯J¬BKR♯f ,E
♯
f , refine

♯J¬BK(R♯f ,T
♯
f ))

where F(R♯1,E
♯
1,T

♯
1) ≜ let (R♯2,E

♯
2,T

♯
2) = S

♯
tJif (B) Sb else skipK(R♯1,E

♯
1,T

♯
1) in

(R♯1,E
♯
1,T

♯
1) ∇̇ ((R

♯,E♯,T♯) ∪̇♯ (R♯2,E
♯
2,T

♯
2))

Remark 7.4 (Precision improvement due to value-taint collaboration)
In principle, it is possible to first run a value analysis, and then use the in-
ferred numeric invariants in a taint analysis to prove safety-nonexploitability.
Nevertheless, as shown by the following program, executing the two together
achieves strictly superior precision.

1 x = input ();

2 if (x <= 0) {

3 x = 1;

4 }

5 while (tt) {

6 1 / x;

7 x = rand();

8 }

The invariant inferred at line 6 entails that x can be zero, so that there is a
potential runtime error. Furthermore, a taint analysis infers that x is tainted
at the same program location. By combining this information, the division
by zero is exploitable. However, if we execute the value and the taint analyses
together, we can observe that it is never true at the same time that x is 0 and
tainted, so that the program failure cannot be triggered by an attacker. Our
framework runs the two analyses together, and is thus able to prove that the
program is safety-nonexploitable.

In this section, we defined a value-sensitive semantic taint analysis that can
prove safety-nonexploitability. In Chapter 8, we implement our analysis, and we
evaluate its precision and performance compared to a classic safety analysis. Our
experiments show that we are able to filter out more than 70% of the alarms raised
by the normal analyzer in real-world programs.
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7.9. Related work

In this section, we discuss related work. In particular, we describe secure informa-
tion flow, hyperproperties verification, security properties verification by abstract
interpretation, slicing, and error classification techniques.

7.9.1. Secure information flow

In [126] the authors propose the first mechanism to verify the secure flow of infor-
mation in a program, namely checking that a program cannot cause supposedly
nonconfidential results to depend on confidential input data. Their formulation of
the problem is based on the syntax of a program, and does not take into account its
semantics. The concept of secure information flow is related to noninterference [123,
124, 125], which is a semantic definition. A program is noninterferent if its public
output data does not depend on private input data. Checking that a program cannot
cause nonconfidential results to depend on confidential input data has been widely
studied through type systems [220, 221, 222, 223, 224, 225, 226, 227, 228, 229, 230].
Because these works perform only syntactic checks without taking into account se-
mantic information, the results are generally imprecise. For instance, let xpriv be
a secret variable, and xpub be a public variable. The program xpub = xpriv; xpub = 0
would be labelled as interferent by type systems-based approaches, which are
not precise enough to infer that the value of the public variable does not actually
depend on the secret one. In [231], the authors put forward an information flow
static analysis using a Hoare-like logic to achieve superior precision. The analysis
is sound and draws ideas from abstract interpretation theory to compute indepen-
dencies between variables. In contrast to type systems-based techniques and [231],
our approach tracks the flow of data generated by the user through a semantic taint
analysis, which achieves enhanced precision by leveraging an overapproximation
of the values of the variables.

Noninterference and safety-nonexploitabilty are closely related: nonexploitabil-
ity can be seen as a variation of noninterference where the only public output
variable is ret. Nevertheless, we do not rely on the static partitioning of variables
into public and private, as our definition supports dynamic user input reads. Our
framework can be used to prove noninterference: it is sufficient to read all private
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input variables at the beginning of the program, and then verify that the public
output variables are not tainted. On the contrary, traditional methods to prove
noninterference cannot prove safety-nonexploitability, as they do not take the
values of the variables into account.

The framework of abstract noninterference [232, 233, 234, 235, 236, 237, 238] is a
generalization of classic noninterference parametric on abstractions modelling
different aspects of the information flow. The observer abstraction and the max-
imal input variation abstraction are part of the attacker model, and respectively
abstract what can be observed in the output by an attacker and what she can con-
trol/learn from the input. The selection abstraction is used to select for which inputs
we check abstract noninterference. Safety-nonexploitability can be regarded as
an instance of abstract noninterference where the observer abstraction selects
from the output only the value of the return variable, the maximal input variation
abstraction is simply the identity function, and the selection abstraction checks
safety-nonexploitability only when pairs of inputs (in our framework, initial states)
agree on everything but the user input.

In [239] the authors put forward a technique to prove the absence of unwanted
accesses to objects within the context of Java Card applications [240]. Similarly to
our approach, their technique relies on an overapproximating value analysis to
prove a security property. On the other hand, proving the absence of unwanted ac-
cesses to objects is a safety property, while safety-nonexploitability is a hypersafety
property. The analysis that the authors propose in [239] collects a set of constraints
that describe the flow and the values of the data, and these constraints can be
solved using a fixpoint algorithm. The analysis they perform is an information flow
analysis, even though they do not rely directly on taint or dependency analysis.
Furthermore, in [239] implicit flows are not addressed. Other flow analyses for
Java Card applications are described in [241, 242].

7.9.2. Hyperproperties verification

Clarkson and Schneider [50] put forward the framework of hyperproperties, namely
program properties that relate different sets of executions. Hyperproperties are
able to express security policies, such as secure information flow. K-hypersafety
properties [50] can be verified with traditional techniques for safety properties on
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the k-times self-composed system [243, 244], even though this can be computation-
ally expensive [245]. HyperLTL and HyperCTL/CTL* [246, 247] define extensions
of temporal logic able to quantify over multiple traces to address the verification
of hyperproperties. There are a number of model checking-based techniques for
hyperlogic verification [247, 248, 249, 246, 250]. MCHYPER [246], AUTOHYPER [251],
and HYPERQUBE [250] are model checkers that support the verification of hyper-
properties.

7.9.3. Security properties verification by abstract interpretation

Cousot [252] put forward a semantic definition of dependencies in the abstract
interpretation framework. He proposes a sound analysis of dependencies, capable
of proving noninterference. Similarly to us, he does not rely on hypersemantics,
using standard abstract interpretation techniques. Nevertheless, the abstract de-
pendency semantics is not structural (i.e., defined by induction on the program
syntax), as it does not take the values of variables into account. The author proposes
leveraging the values of the variables to give a structural definition of the semantics,
and this work attempts to implement such an extension. Since his definition of the
dependency semantics does not take into account the values of the variables, it
is not possible to define an analysis that leverages numeric abstract domains to
enhance the precision of the dependency analysis. Another significant difference
is that the dependencies are relative to the initial values of variables. Our analysis
computes dynamic tainting, which is the dependency of a variable from any input
statement (including those within conditionals and loops), so that it generalizes
the dependency analysis from the beginning of the program.

There are numerous papers that use an alternative version of the abstract in-
terpretation framework based on hypersemantics [219, 215, 216, 217, 218], where
the concrete domain is a set of sets of states, rather than a set of states. This is
to overcome the difficulties related to the fact that not every hyperproperty is
subset-closed, and classic overapproximation techniques seem to fail. However,
as argued in this manuscript and [252], this is not the case for standard noninter-
ference and safety-nonexploitability. Relying on the classic abstract interpretation
framework allows using the large library of existing abstract domains, and lever-
aging the semantic information inferred by such domains is not only essential
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for safety-nonexploitabilty, but also enhances the precision of the taint analysis.
Another approach to noninterference verification is introduced in [253], where
the authors combine abstract interpretation with symbolic execution to define a
sound analysis.

Deng and Cousot propose a semantic definition of responsibility by abstract
interpretation [254, 255, 256]. Informally, an entity is responsible for an observable
behaviour in case it is free to choose its input value, and such a choice is the first
one that ensures the occurrence of the behaviour in the execution. We believe
it is possible to instantiate responsibility to runtime errors in order to identify
the exact statement that is responsible for a failure to occur. Our definition of
safety-nonexploitability is less precise than responsibility, as we abstract away
which input read statements are involved in triggering a runtime failure. Even
if we tracked this information, our input-output semantic model is not precise
enough to capture exactly which statement is the first to ensure a bug to happen, for
which we would need a trace semantics. Nevertheless, this precision loss makes
our definition more appropriate to prove that there exists no input statement that
might be responsible for the occurrence of any runtime error.

INFER [214], PYSA [201], and JULIA [194] are static analyzers based on abstract
interpretation that support taint analysis. All these tools do not detect implicit flows,
being effectively unsound in our framework. The analyzers can track taint informa-
tion, but they cannot classify runtime errors as exploitable or not. FRAMA-C [187]
with the EVA plugin [186] supports an experimental taint analysis for C which is
capable of classifying variables as possibly user-controlled or not. The analysis
is described in the EVA user manual [257, Section 6.7.8], which is, at the time we
write, at version 28.0. The taint analysis requires to annotate functions with taint
source information, which is then propagated and checked against taint verifi-
cation assertions. Similarly to our work, EVA supports both implicit and explicit
flows. In our experiments with EVA, we observed that the taint analysis does not
perform advanced reductions with the numeric domain such as those that we
implement in our framework. Since FRAMA-C with the EVA plugin has both a taint
analysis and a value analysis, there are all the components necessary to implement
a safety-nonexploitability analysis.
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7.9.4. Slicing

Program slicing [258, 259, 260, 261], initially introduced by Mark Weiser in [258], is
a technique to statically determine a set of statements that may affect the values of
the variables at a specific program point. Slicing has been used in different areas
such as debugging [258], software maintenance [262], comprehension [263, 264],
and re-engineering [265]. The slicing can be syntactic [258, 266] if it is based only
on the syntax of programs, or semantic [267, 268, 269, 270, 271, 272, 273] if it also
considers the semantic behaviour.

Slicing is usually backwards, meaning that the interest is on the part of the
program that affects an observation associatedwith a slicing criterion. A significant
difference with our work is that we perform a forwards analysis. In terms of slicing,
it can be thought as computing the set of program points with a runtime error
that depend on a user input statement. In this sense, our work is more closely
related to forward slicing techniques [268], where the interest is on the portion of the
program that is affected by a particular statement. Another difference with slicing
techniques is that they are focused on the program points that are impacted by
(or impact) a single statement. In our analysis, we are concerned with computing
the dependencies from all user input statements to all program statements that
present a runtime error.

7.9.5. Errors classification

In [213] the authors put forward the concept of robust reachability. A runtime error
is robustly reachable if a controlled input can make it so the bug is reached what-
ever the value of uncontrolled inputs. The authors use symbolic execution and
bounded model checking techniques to find robustly reachable bugs. Similarly to
this work, [213] classifies runtime failures by their dangerousness and filters out
less interesting alarms that do not concern security issues. Nevertheless, the con-
cept of robustly reachable runtime error is different from safety-nonexploitability:
a bug is considered robustly reachable even if it is triggered for all possible user
input, while such an error is not exploitable according to our formal definition of
exploitability. In fact, we require the user input to be actually involved in triggering
an error to consider a program exploitable.

While robust reachability ensures the perfect reproducibility of a bug, it fails
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to report errors that aremostly reproducible, namely errors that can be triggered
for the large majority of uncontrolled inputs but not all. To address this limitation,
the authors extend the framework to support the generation of constraints on the
uncontrolled inputs that ensure a target error to be robustly reached [274]. The
technique is useful to explain the conditions under which a certain runtime failure
can always be triggered by an attacker. In future work, we would like to apply the
ideas proposed in [274] to safety-nonexploitability in order to put forward a more
intelligible analysis. In particular, it would be interesting to report under which
conditions an exploitable runtime error can be triggered.

Other techniques relying on probability theory to differentiate classes of bugs
have been proposed. They include probabilistic model checking [275, 276], probabilis-
tic abstract interpretation [277, 278, 279, 280], quantitative robust reachability [281],
and quantitative information flow analysis [282]. An interesting extension of this
work would be to use ideas from these approaches to put forward a quantitative
exploitability analysis to classify more finely the level of threat caused by alarms.

7.10. Conclusion

In this chapter, we introduced the novel definition of safety-nonexploitability,
which we leveraged to put forward a sound analysis by abstract interpretation. The
framework supports constructs that are essential to analyze real-world programs,
such as nondeterminism and dynamic user input reads. Our analysis performs a
semantic taint analysis that achieves superior precision through a modular reduc-
tion with existing numeric abstract domains. The theoretical framework bridges
the gap between traditional safety properties and security hyperproperties, and
our analysis can rule out the existence of exploitable runtime errors in programs.
In Chapter 8 we implement our analysis in the MOPSA-NEXP tool, which we use to
evaluate the effectiveness of our technique.

In future work, we would like to extend our analysis to prove the absence of
other classes of exploitable bugs. A promising path forward is to leverage prob-
ability theory to perform a quantitative exploitability analysis capable of further
reducing the number of alarms. Another interesting extension of this work is to
adapt our framework to rule out the existence of exploitable liveness errors, such
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as exploitable livelocks in multithreaded programs. Furthermore, in future work
we would like to enhance the analysis output to report the conditions under which
each vulnerability canbe triggered. Implementing this improvementwould require
extending our framework to support the generation of exploitability constraints,
similarly to [274]. We believe that enhancing our analysis with explanations about
the origin of warnings would make it more intelligible.
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Chapter 8

Safety Nonexploitability
Experimental Evaluation

We implemented and evaluated the first analyzer for safety-nonexploitability in the
MOPSA [48] static analysis platform. The analysis targets a large subset of C and it
is fully automatic. We analyzed 77 real-world programs, each up to 4,188 lines long,
taken from the GNU Coreutils package, to which we added 13,261 test cases taken
from the Juliet test suite developed by NIST [49]. We found that our tool can prove
that more than 70% of the warnings previously raised by the analyzer (3,498 over
4,715) cannot be triggered by an attacker, while incurring a performance overhead
of less than 16%. In Section 8.1 we describe some details of our implementation,
while in Section 8.2 we present our benchmarks and our experimental evaluation,
which we further analyze in Section 8.3.

8.1. Implementation

We propose MOPSA-NEXP, the first analyzer dedicated to safety-nonexploitability.
We implemented our analysis for a large subset of C in the MOPSA framework [48],
which is a modular platform to build static analyzers based on abstract interpre-
tation. MOPSA offers an extensive collection of ready-to-use abstract domains for
analyzing C and Python, providing the flexibility to tune the tradeoff between
precision and performance. MOPSA is implemented in 120,000 lines of OCaml
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code, and our safety-nonexploitability analysis accounts for around 10,000 of them.
Thanks to MOPSA’s modular design, we were able to use most of the C analysis
with minimal modifications.

In our implementation, we maintain taint information at the level ofmemory
blocks, i.e. we perform a field-insensitive taint analysis. While this can result in a loss
of precision, the implementation is simple and efficient. Proposing an enhanced
field-sensitive taint analysis for C is out of the scope of this manuscript, and it is left
as future work. As MOPSA performs dynamic expression rewriting to encourage a
design based on layered semantics, to retrieve sources of tainted data, during the
analysis we have to consider the expressions’ rewriting history.

Our analysis can detect a wide variety of runtime errors, including double frees,
index-out-of-bounds, andnull pointer dereferences.While the formal presentation
in this article, for the sake of simplicity, only supports division-by-zero errors, it was
trivial to adapt our analysis to identify different types of failures. In the report of
the analyzer each warning is classified as possibly exploitable or not, and we infer
a sound overapproximation of both the regular runtime errors and the exploitable
ones. All the warnings that are not labelled as exploitable are thus proved to be
nonexploitable. If the analyzer does not report any exploitable warning, then this
is a proof that the program is safety-nonexploitable. Our analysis can detect the
following runtime errors:

• Memory: null pointer dereference, invalid pointer dereference, index out-of-
bounds, dangling pointer dereference, use after free, double free, modification
of read-only memory.

• Integer arithmetic: division by zero, integer overflow, invalid bit shift operation,
invalid pointer comparison, invalid pointer subtraction.

• Floating-point arithmetic: floating point division by zero, floating point invalid
operation, floating point overflow.

• Variadic arguments: insufficient number of variadic arguments, insufficient
number of format arguments, invalid format argument type.

• Violation of a stub language contract (see [283] for more information about the
stub modeling language)
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TABLE 8.1. List of C functions that generate tainted data in MOPSA-NEXP

getchar getc_unlocked getline recvfrom
getchar_unlocked getw getdelim scanf

fgetc fgets fread fscanf
fgetc_unlocked fgets_unlocked fread_unlocked sscanf

getc gets recv

The functions that read data from the user are part of the C standard library.
They include, for instance, getchar, scanf, and recv. MOPSA provides a stub mod-
elling language to specify the behaviour of library functions [283]. We have ex-
tended this language to support the fact that some functions generate tainted data,
and then we annotated our stubs for the C standard library to take into account the
taint information. In Table 8.1 we report the complete list of functions that generate
tainted data in our analysis. Differently from existing taint analysis techniques,
in our approach we do not have to explicitly annotate the sinks (i.e., the program
locations where user-controlled data is forbidden to flow), as they are not statically
known and correspond to possible runtime errors. For this reason, the user of the
analyzer does not have to annotate her source code to run the nonexploitability
analysis, which is fully automatic.

8.2. Performance and precision evaluation

To assess the usefulness of our tool, we have analyzed real-world C programs from
the GNU Coreutils package, which is a collection of command-line utilities. The
test suite is composed of 77 programs that are long up to 4,188 lines of code each.
To them, we added a large set of short C programs taken from the Juliet test suite
developed by NIST [49]. These programs contain examples of various runtime
errors that can trigger well-known security vulnerabilities. In fact, Juliet is based
on the CWE database [284], which enumerates vulnerabilities and focusses on
security. The tested runtime errors include double frees, index out-of-bounds,
and null pointer dereferences. The test cases are specifically designed to assess
the precision of static analysis tools, and use a large set of features from the C
standard. For Juliet, we considered 13,261 different test cases that amount to a
total of 2,861,980 lines of code. Each test case comes with two versions: one that
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TABLE 8.2. Safety-nonexploitability evaluation results

Test suite Domain Analyzer Alarms Time
Coreutils Intervals MOPSA 4,715 1:17:06

MOPSA-NEXP 1,217 (-74.19%) 1:28:42 (+15.05%)
Octagons MOPSA 4,673 2:22:29

MOPSA-NEXP 1,209 (-74.13%) 2:43:06 (+14.47%)
Polyhedra MOPSA 4,651 2:12:21

MOPSA-NEXP 1,193 (-74.35%) 2:30:44 (+13.89%)
Juliet Intervals MOPSA 49,957 11:32:24

MOPSA-NEXP 13,906 (-72.16%) 11:48:51 (+2.38%)
Octagons MOPSA 48,256 13:15:29

MOPSA-NEXP 13,631 (-71.75%) 13:41:47 (+3.31%)
Polyhedra MOPSA 48,256 12:54:21

MOPSA-NEXP 13,631 (-71.75%) 13:21:26 (+3.50%)

triggers a runtime failure, and one where the error is fixed. We run our analysis on
both versions. An artifact to reproduce our experimental evaluation is available
on Zenodo [54].

We compare the performance and number of alarms betweenMOPSA-NEXP and
MOPSA. The analyses are parametric in the underlying abstract numeric domain,
and we consider intervals, octagons [158], and polyhedra. Observe that to compare
only thenumber of alarms raised by the two analyzers it is not necessary to runboth
tools, as MOPSA-NEXP can report all warnings raised by MOPSA. Notice that while
the ground truth about the errors provided with Juliet can be used to evaluate the
precision of a classic safety analysis, this is not the case for safety-nonexploitability.
In fact, the benchmarks categorize the test cases as either dangerous or not, but
they do not include any information about whether an attacker can trigger the
errors. We ran our experiments on a server with 128GB of RAM, with 48 Intel Xeon
CPUs E5-2650 v4 @ 2.20GHz and Ubuntu 18.04.5 LTS. In Table 8.2 we report the
results of our experiments.

For Coreutils, in the case of intervals, our analysis was able to prove that 3,498
over 4,715 runtime errors previously reported by the analyzer cannot be triggered
by an attacker. For octagons and polyhedra, our analysis proved that respectively
3,464 and 3,458 potential runtime errors over 4,673 and 4,651 are not exploitable.
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1 int i;
2 i = rand();
3 int buf [10];
4 if (i>=0) {
5 buf[i] = 1;
6 }

A. Safety-nonexploitable C
program

1 int i;
2 scanf("%d", &i);
3 int buf [10];
4 if (i>=0) {
5 buf[i] = 1;
6 }

B. Safety-exploitable C pro-
gram

1 int i;
2 scanf("%d", &i);
3 int buf [10];
4 if (i>=0&&i<10){
5 buf[i] = 1;
6 }

C. Safety-nonexploitable C
program due to index saniti-
zation

FIGURE 8.1. Simplified versions of test cases for index out-of-bounds

Overall, this results in filtering out 74.13%-74.35% of the warnings.We found similar
results for Juliet, where MOPSA-NEXP was able to prove that 71.75%-72.16% of
the warnings are not exploitable. For Coreutils, MOPSA-NEXP raises 1,193 to 1,217
warnings, which are those that can be potentially triggered by an attacker. The
user of the analyzer could prioritize those alarms over the regular ones, as they
are comparatively more dangerous.

The exploitability analysis incurs a performance overhead ranging from 13.89%
to 15.05% for Coreutils and 2.38% to 3.5% for Juliet. During the analysis we consider
expressions’ rewriting history to preserve taint information, and this history is
sensibly larger in real-world programs, which justifies the performance overhead
difference between Coreutils and Juliet. Observe that we found octagons to be
less efficient than polyhedra. This is due to the fact that MOPSA relies on the
APRON [200] library, which uses a sparse representation for polyhedra, and can be
very efficient if the number of variables is low and there are few constraints. As
octagons use a dense representation, even if their algorithmic complexity is better,
they are slightly slower in our case.

Figures 8.1.A to C represent simplified versions of test cases that trigger index
out-of-bounds failures in the Juliet benchmarks. The program in Figure 8.1.A
contains a potential runtime error. Nevertheless, the failure cannot be triggered
by an attacker, so that the program is safety-nonexploitable. In Figure 8.1.B, the
program becomes safety-exploitable as the user has control over the buffer’s read
index and can potentially trigger the index out-of-bounds error. In the last program
represented in Figure 8.1.C, even though the user controls the index i, proper
sanitization of i prevents the program from incurring in a (safety-exploitable)
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runtime error. Observe that the values of the variables are essential to prove safety-
nonexploitability in the last case. MOPSA-NEXP correctly classifies the programs
respectively as nonexploitable, exploitable, and nonexploitable.

8.3. Discussion

We observed that MOPSA-NEXP is able to consistently filter out more than 70% of
the warnings raised by the regular analyzer, while imposing low performance over-
head. The Juliet test cases show that MOPSA-NEXP can handle almost the whole C
specification, while the Coreutils experiments confirm that our analysis is effective
even for real-world programs. The significant advantage of being able to classify
each warning as security-critical or not outweighs the reasonable performance
cost overhead. Observe that the alarms raised byMOPSA-NEXP are a subset of those
reported by MOPSA. This implies that the exploitability analysis is, in the worst
case, as precise as the regular analysis.

While it would be desirable to determine howmany truly exploitable alarms
are raised by MOPSA-NEXP, this cannot be done automatically. In fact, there is
no ground truth that classifies program errors as nonexploitable or not, so that
human inspection is the only option. In future work, we would like to conduct
such an inspection.

8.4. Conclusion

We implemented our analysis in the MOPSA-NEXP tool, the first analyzer dedicated
to safety-nonexploitability. The tool is fully automatic, and to assess its effective-
ness, we evaluated it on a large set of real-world C programs. The analyzer can
consistently prove that more than 70% of the previously raised warnings cannot be
triggered by an attacker, all while incurring less than 16% performance overhead.
While usually the number of false positives is lowered by increasing the precision
of the abstract domains, we take an orthogonal approach by reporting only the
alarms that can be triggered by an attacker. By leveraging the fundamental ob-
servation that security-related warnings are more dangerous than the others, our
technique dramatically reduces the noise generated by false alarms, enhancing
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the usefulness of the analyzer.
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Part IV

Conclusion & FutureWork
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Chapter 9

Conclusion & FutureWork

This thesis aims at developing and implementing formal techniques that can prove
the absence of security-related vulnerabilities in software systems. We focused
our attention on two notable cases: Regular Expression Denial of Service attacks
(ReDoS), and exploitable runtime errors. For each case, we precisely characterized
the semantics of the systems that we were considering, which allowed us to for-
mally define the property wewere interested in proving. The analyses we proposed
are automatic and sound, meaning that they can rule out of existence security vul-
nerabilities in software systems without user intervention. Our experiments on
real-world data give empirical evidence of the effectiveness of the techniques that
we put forward.

For ReDoS, we started by giving a formal characterization of the matching en-
gines’ behaviour in terms of matching trees, which is, to the best of our knowledge,
the first of its kind. By relying on such a definition, we were able to precisely define
ReDoS attacks in terms of matching trees’ sizes. This characterization allowed us
to formally reason on ReDoS without having to resort to automata. We also defined
a sound analysis to extract an overapproximation of the language of words that
can trigger exponential matching. Our tool, RAT, demonstrated the effectiveness
of our approach on a large dataset of 74,669 regular expressions. In fact, RAT is
faster–often by orders of magnitude–than most other ReDoS detectors. Further-
more, RAT can report an overapproximation of the language of dangerous words,
being strictly more expressive than most other tools. While raising a low number
of false positives, RAT is the only ReDoS detector that does not report false negatives.
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In the case of exploitable runtime errors, we considered a concrete semantics
that supports features such as nondeterminism and dynamic user input reads. We
put forward the novel property of safety-nonexploitability, which formalizes the
idea that users cannot interfere with the correctness of the program. By giving an
alternative characterization in terms of semantically tainted (i.e., user-controlled)
variables, we showed that safety-nonexploitability can be proved by relying on a
taint analysis.We defined a sound analysis by abstract interpretation that combines
taint analysiswith a classic value analysis. The numeric domain detects the runtime
errors, while the taint analysis labels those errors as exploitable or not. Moreover,
the combination of the two domains results in a strictly more precise taint analysis.
Our experiments show that our technique is able to consistently prove that more
than 70% of the alarms raised by the regular analyzer on real-world software are not
exploitable.

We believe that sound tools capable of automatically proving the absence of
security breaches are extremely valuable, particularly in a scenario where software
systems are becoming increasingly complex. Proving that a program is secure is
challenging, especially because there is no general, formally defined character-
ization of secure programs. Security is rather a set of complementary definitions,
with new ones regularly being proposed by researchers. We hope that this work
provides a new innovative perspective on security through formal reasoning and
represents a step forward towards more secure software systems.

For future work, there are numerous potential directions we would like to
explore.

Support for regular expression advanced features. Even if only a small portion
of the regular expressions in real-world programs use advanced features
such as backreferences and lookarounds, it would be interesting to extend
our ReDoS analysis in order to analyze them. This task requires enhancing
our semantic framework to natively support those features. Then, sound
abstractions would make it possible to prove the absence of ReDoS vulnera-
bilities in the whole dataset of regular expressions that we considered in our
experiments.

ReDoS superlinear vulnerabilities. Attackers that exploit superlinear but not ex-
ponential matching must be allowed to insert very large strings. For this
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reason, superlinear vulnerabilities are sensibly less dangerous than expo-
nential ones. Nevertheless, when the exponent of the polynomial is high, the
matching can be time-consuming. While in Section 4.5 we proposed some
ideas about how to implement the ReDoS superlinear analysis, it is still not
clear how to determine the exponent of the polynomial, which is crucial to
report meaningful results to the users.

Combining ReDoS and program analyis. Our ReDoS detection framework ana-
lyzes regular expressions in isolation. It would be interesting to combine RAT
with a program analysis in order to prove the absence of ReDoS vulnerabili-
ties in the context of vulnerable programming languages such as Python or
Javascript. A promising idea is to combine a string analysis with our ReDoS
detection framework. When the analyzer encounters a regular expression
matching, it intersects the language of dangerous words with the possible
strings that can be matched. If this intersection is empty, the matching is
proved to be safe.

Extending nonexploitability to other software faults. Our definition of nonex-
ploitability classifies a program as secure when the user cannot exploit a
runtime error. It would be interesting to extend this definition to other types
of software faults. One example is the absence of livelocks in multithreaded
programs that can be triggered by an attacker. There is a long list of software
vulnerabilities that can be exploited by a malicious user, and in our work
we just scratched the surface of the possibilities that the nonexploitability
framework could offer.

Enchancing the report of the analyzer. Currently, our analysis labels warnings
as either security-critical or not. A promising research direction is to enhance
the analysis output to report the conditions under which each vulnerability
can be triggered. Implementing this improvement would require extend-
ing our framework to support the generation of exploitability constraints,
similar to what was done by Sellami et al. [274]. We believe that enhancing
our analysis with explanations about the origin of warnings would make the
analyzer more intelligible.
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Combining ReDoS and nonexploitability. A promising research direction is com-
bining ReDoS and nonexploitability analyses. A program would be classified
as ReDoS-nonexploitable if there are no ReDoS vulnerabilities that can be trig-
gered by users. This analysis is best suited to target vulnerable programming
languages such as Python and Javascript, and a string analysis to overapprox-
imate the words that are matched in regular expressions would increase the
precision of the analysis. We believe that by pairing the nonexploitability
frameworkwith our ReDoS analysis, it would be possible to prove the absence
of exploitable ReDoS attacks in real-world programs.
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Appendix A

Proofs

Proofs for Chapter 4

We define the frontier of a state (R,w) as the (possibly empty) ordered sequence
of states that are reached after matching the first character of the word w. More
formally, the frontier front : Sr → S∗r is the sequence of states

front((R, aw)) ≜ (refresh(R1),w), . . . , (refresh(Rn),w)

Where JaR1K(aw), . . . , JaRnK(aw) is the (possibly empty) ordered sequence of sub-
trees of JRK(aw) such that the next action is matching the first character a. For
example, front(((a | a)∗, ab)) = ((a | a)∗, b), ((a | a)∗, b) (see Figure 4.2B). We
define front((R, ϵ)) as the empty sequence. We abuse the notation and we gener-
alize the frontier to sequences of states: front((R1,w), . . . , (Rn,w)) is the ordered
concatenation of the frontiers front((R1,w)), . . . , front((Rn,w)).

Proof (Lemma 4.1)
Letm be the least integer such that frontm((R,w)) is empty. Since the number
of nodes between the frontiers does not depend on the length of the input
word but only on the regular expression, h = Θ(m). Let n ≤ m, and observe
that the words in the states of frontn((R,w)) have exactly |w| – n characters.
By definition of front, when n = |w| the next frontier must be empty. This
implies thatm cannot be greater than |w|, so that h = O(|w|).
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We now prove the correctness of Algorithm 2, namely we show L(M2(R)) =
M2(R) (see Thm. 4.1). Since M2 immediately calls M2-rec, we actually prove that
L(M2-rec(R, ∅)) = M2(R). First, we introduce some preliminary definitions, and
then we formalize the correctness theorem for M2-rec. Then, we proceed to prove
by induction that M2-rec is correct. Finally, we observe that the correctness of M2
is a corollary of the correctness of M2-rec.

Before proving the correctness of M2, we need some preliminary definitions.
We define the set of reachable regular expressions rch : RT → ℘(RT) as follows.

rch(R) ≜ {R′ ∈ RT | ∃w1,w2 ∈ Σ∗,∃t ∈ T((R,w1w2)) : ℓ(t) = (R′,w2) }

Let R1,R2 ∈ RT,w1,w2 ∈ Σ∗. If ∃t ∈ T((R1,w1w2)) such that (R2,w2) = ℓ(t), then
we write (R1,w1w2) −→∗ (R2,w2). We need to define when a regular expression
R ∈ RT is valid, namely when it is possible to obtain it by following a series
of transitions from an initial expression in R. We say that R ∈ RT is valid iff
∃R1 ∈ R,w1,w2 ∈ Σ∗ such that (R1,w1w2) −→∗ (R,w2). Consider as example ab∗:
there is no regex in R that can produce a concatenated with b∗, so that ab∗ is not
valid.

Let S be a nonempty set of regular expressions such that ∀R1,R2 ∈ S if R1 ̸= R2,
then |R1| ̸= |R2| (where |R| is the number of constructors in the expression). We
extract the longest element of S with the function L : ℘(RT) → RT defined as
L(S) ≜ argmaxR∈S |R|. Let R′ ∈ RT,R = R1 · · ·Rn ∈ RT where for all i ∈ [1 . . .n],
Ri is not a concatenation. We define a function to determine whether a regular
expression is a suffix of another modulo ∗. suff : RT × RT → B is defined as
suff(R′,R1 · · ·Rn) = tt iff ∃j ∈ [1 . . . n] such that refresh(R′) = refresh(Rj+1 . . .Rn).
For example, suff(a∗a, aa∗a) = tt. We say that a set S is a valid set of expansion of
nested stars if: (1) ∀R ∈ S,∃R1,R2 ∈ RT such that R = R∗1R2; (2) ∀R1,R2 ∈ S such
that R1 ̸= R2 it holds |R1| ̸= |R2|; (3) ∀R ∈ S \ {L(S)} : suff(R, L(S)). An example of a
valid set of expansion of nested stars is { (a∗)∗, a∗(a∗)∗ }.

Let R1,R2 ∈ RT. If R1 = R2, then we defineM
R2
2 : R → Σ∗ asMR2

2 (R1) ≜ ∅. If
R1 ̸= R2,M

R2
2 (R1) is defined as follows.

M
R2
2 (R1) ≜ {w1w2 | w1 ∈ Σ+,w2 ∈ Σ∗,∃t1, t2 ∈ T((R1,w1w2)) :

t1 ̸= t2 ∧ ℓ(t1) = ℓ(t2) = (R2,w2) ∧ w2 ∈ L(R2) }
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The words inM
R2
2 (R1) are those that can reach R2 in at least two different traces

from R1, and then can be matched from R2.
We now formalize the correctness of M2-rec. We define a precondition for

M2-rec, and then we give a postcondition. The correctness theorem, namely
Thm. A.1, states that the precondition implies the postcondition. Let R ∈ RT,E ∈
℘(RT).

Precondition

1. R is valid

2. E is a valid set of expansion of nested stars

3. ∀Ri ∈ E it holds that suff(Ri,R)

The precondition asserts that the actual arguments of the calls to M2-rec are con-
sistent: it forbids calling the function with an arbitrary set of regular expressions
as argument E. In particular, the second and the third conditions together ensure
that E is obtained by expanding the stars in R. This is always verified if M2-rec is
initially invoked with E set to ∅. Observe that the precondition trivially holds for
M2-rec(R, ∅) if R ∈ R. Furthermore, if R ∈ E, then R = L(E).

Postcondition

• If E = ∅, then L(M2-rec(R,E)) =M2(R);

• If E ̸= ∅, thenM
L(E)
2 (R) ⊆ L(M2-rec(R,E)) ⊆M2(R).

The first case in the postcondition specifies that if E is empty, then the language
recognized by M2-rec(R,E) is exactlyM2(R). The second condition is more inter-
esting, as it corresponds to the case in which E is not empty, namely the algorithm
is expanding the body of a star. In this case, the function returns an overapproxi-
mation of the words that have a nonempty prefix that is matched in at least two
different traces and can then reach L(E), which is the star that the algorithm is
expanding.

Theorem A.1 (Correctness of M2-rec)
If the precondition holds for M2-rec, then the postcondition holds.
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Thm. A.1 formalizes that if M2-rec is called with correct parameters, then it
computesM2. In case the algorithm is expanding a star (that is, E ̸= ∅), it computes
the language of words that have a nonempty prefix that is matched in at least two
different traces and can then reach the star.

Observe that if R ∈ R, the precondition holds for M2-rec(R, ∅). This implies
that we can apply the correctness theorem and obtain that (by the second case in
the postcondition) L(M2-rec(R, ∅)) =M2(R). As mentioned at the beginning of this
Section, this is equivalent to L(M2(R)) =M2(R), which is the statement of Thm. 4.1.
In Corollary A.1 we formalize that the correctness of M2 is a corollary of Thm. A.1.

We prove that the precondition implies the postcondition by induction on
the set of actual arguments that will be used in the subcalls of M2-rec. First, we
formally define this set. Given the call M2-rec(R,E), we can associate to it the set
of pairs A(R,E) such that for each (R1,E1) ∈ A(R,E) it holds (1) M2-rec(R1,E1) is
called in a subcall of M2-rec(R,E); (2) the control flow reaches line 6 (that is,R1 has
not been expanded yet). A(R,E) is the set of actual arguments that will be used in
the subcalls of M2-rec(R,E). It can be proved that for each R ∈ RT,E ∈ ℘(RT) that
respect the precondition, it holds that (R,E) /∈ A(R,E), namely the configuration
(R,E) will never be expanded again in any subcall of M2-rec(R,E). This is because
the algorithm keeps track, with the formal parameter E, of stars that have already
been analyzed, and as soon as a regular expression that has a star as the first
construct in the concatenation is encountered for the second time, the function
terminates at line 5, never reaching line 6.

Furthermore, we observe that A(R,E) is a finite set. This is because for each
(R1,E1) ∈ A(R,E) it holds thatR1 ∈ rch(R) (since the algorithm explores all regular
expressions that can be expanded during the concrete execution), and rch(R)
is finite. The finiteness of A(R,E) and the fact that (R,E) /∈ A(R,E) imply the
termination of the algorithm and show that the induction is well-founded.

Proof (Thm. A.1)
We prove by induction on A(R,E) that the precondition always implies the
postcondition.
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Base Case (A(R,E) = ∅)

If A(R,E) = ∅, then there are no subcalls to M2-rec. There are only three
possible cases.

1. (regex-head(R), regex-tail(R)) = (ϵ, ϵ). Then, the execution reaches
line 8 and⊥r is correctly returned, since no word in Σ+ is matched in two
different traces from ϵ.

2. (regex-head(R), regex-tail(R)) = (R∗1 ,R2). Then, similarly to the previ-
ous case, the execution reaches line 8 and ⊥r is returned, since no word
can be matched if the first constructor in the concatenation is ∗.

3. R ∈ E. Then, by the second and third conditions in the precondition it
must be that R = L(E). By definition, MR

2 (R) = ∅, and we conclude by
observing that we correctly return⊥r at line 5.

Inductive Case (A(R,E) ̸= ∅), E = ∅

If A(R,E) ̸= ∅, then we are in the inductive case and there are subcalls to
M2-rec. We first consider the subcase in which E = ∅, that is the algorithm
is not expanding any star. We show that L(M2-rec(R,E)) = M2(R) in three
different cases that depend on R.

1. (regex-head(R), regex-tail(R)) = (a,R1). In this case we return
a · M2-rec(refresh(R1), ∅). Since the precondition is satisfied for
M2-rec(aR1, ∅), it is satisfied also for M2-rec(refresh(R1), ∅). Fur-
thermore, since (refresh(R1), ∅) /∈ A(refresh(R1), ∅), we have
A(refresh(R1), ∅) ⊂ A(aR1, ∅). We can then apply the inductive hypothe-
sis:

L(a · M2-rec(refresh(R1), ∅)) = L(a)M2(refresh(R1))
(inductive hypothesis)

=M2(a · refresh(R1))

=M2(aR1)
(∀w ∈ Σ∗ : T((a · refresh(R1),w)) = T((aR1,w)))
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2. (regex-head(R), regex-tail(R)) = (R1 | R2,R3). The first action is a
choice. We can divide M2((R1 | R2)R3) in three subsets: (1) the words
matchedbybothbranches of the current choice, namelyL(R1R3∩�ϵR2R3);
(2) the words that are matched in at least two different traces after tak-
ing the left branch, namelyM2(R1R3); (3) the words that are matched
in at least two different traces after taking the right branch, namely
M2(R2R3). Similarly to the previous case, the precondition in each
subcall is satisfied. Furthermore, A(R1R3, ∅) ⊂ A((R1 | R2)R3, ∅) and
A(R2R3, ∅) ⊂ A((R1 | R2)R3, ∅) hold. We can then apply the inductive hy-
pothesis: L(M2-rec(R1R3, ∅)) equalsM2(R1R3) and L(M2-rec(R2R3, ∅))
equals M2(R2R3). Observing that we return the regular expression
(R1R3 ∩�ϵ R2R3) | M2-rec(R1R2, ∅) | M2-rec(R2R2, ∅), we can conclude:

L(M2-rec((R1 | R2)R3, ∅))

= L((R1R3 ∩�ϵ R2R3) | M2-rec(R1R3, ∅) | M2-rec(R2R3, ∅))

= L(R1R3 ∩�ϵ R2R3) ∪M2(R1R3) ∪M2(R2R3) (inductive hypothesis)

=M2((R1 | R2)R3)

3. (regex-head(R), regex-tail(R)) = (R∗1 ,R2). Then the first action is a
choice. Similarly to the previous case, we can divideM2(R∗1R2) in three
subsets: (1) the words matched by both branches of the current choice
(that is to expand the star or not), namely L(R1R∗1R2 ∩�ϵR2); (2) the words
that are matched in at least two different traces in the body of the star
and that can reach R∗1R2, namely M

R∗
1R2

2 (R1R∗1R2); (3) the words that
are matched in at least two different traces in R2, namelyM2(R2). Ob-
serve that the words inM2(R2) have as prefix language all the words that
can be matched in R∗1 , so that the last set actually is L(R

∗
1 )M2(R2). If the

precondition holds for M2-rec(R∗1R2, ∅), then it holds for the subcalls. Fur-
thermore, A(R1R∗1R2, {R

∗
1R2}) ⊂ A(R∗1R2, ∅) and A(R2, ∅) ⊂ A(R∗1R2, ∅),
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so that by inductive hypothesis we have:

L(R∗1 · M2-rec(R2, ∅)) = L(R∗1 )M2(R2)

M
R∗
1R2

2 (R1R∗1R2) ⊆ L(M2-rec(R1R∗1R2, {R
∗
1R2})) ⊆M2(R1R∗1R2)

Observing that we return (R1R∗1R2 ∩�ϵ R2) | M2-rec(R1R∗1R2, {R
∗
1R2}) |

R∗1 · M2-rec(R2, ∅), we can conclude:

M2(R∗1R2)

= L(R1R∗1R2 ∩�ϵ R2) ∪M
R∗
1R2

2 (R1R∗1R2) ∪ L(R∗1 )M2(R2)

⊆ L((R1R∗1R2 ∩�ϵ R2)

| M2-rec(R1R∗1R2, {R
∗
1R2}) | R

∗
1 · M2-rec(R2, ∅))

(inductive hypothesis)

⊆ L(R1R∗1R2 ∩�ϵ R2) ∪M2(R1R∗1R2) ∪ L(R∗1 )M2(R2)
(inductive hypothesis)

=M2(R∗1R2) (MR∗
1R2

2 (R1R∗1R2) ⊆M2(R1R∗1R2) ⊆M2(R∗1R2))

So that L((R1R∗1R2 ∩�ϵ R2) | M2-rec(R1R
∗
1R2, {R

∗
1R2}) | R

∗
1 · M2-rec(R2, ∅))

equalsM2(R∗1R2).

Inductive Case (A(R,E) ̸= ∅), E ̸= ∅

We now consider the other subcase in the inductive case: E ̸= ∅. In this
case, the algorithm is expanding a star, and we show that ML(E)

2 (R) ⊆
L(M2-rec(R,E)) ⊆M2(R). We prove this in three different cases that depend
on R.

1. (regex-head(R), regex-tail(R)) = (a,R1). In this case we return a ·
M2-rec(refresh(R1),E). By the fact that the precondition is satisfied for
M2-rec(R,E), it is satisfied also for M2-rec(refresh(R1),E). Furthermore,
we have A(refresh(R1),E) ⊂ A(aR1,E). We can then apply the inductive
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hypothesis and obtain:

M
L(E)
2 (aR1) =M

L(E)
2 (a · refresh(R1))

(∀w ∈ Σ∗ : T((aR1,w)) = T((a · refresh(R1),w)))

= L(a)ML(E)
2 (refresh(R1))

⊆ L(a · M2-rec(refresh(R1),E)) (inductive hypothesis)

⊆ L(a)M2(refresh(R1)) (inductive hypothesis)

=M2(a · refresh(R1))

=M2(aR1)
(∀w ∈ Σ∗ : T((a · refresh(R1),w)) = T((aR1,w)))

2. (regex-head(R), regex-tail(R)) = (R1 | R2,R3). The first action is a
choice.We can divideML(E)

2 ((R1 | R2)R3) in three subsets: (1) the words in
M
L(E)
2 (R1R3); (2) the words inM

L(E)
2 (R2R3); (3) the words w1w2 with w1 ∈

Σ+,w2 ∈ Σ∗ such that (R1R3,w1w2) −→∗ (L(E),w2), (R2R3,w1w2) −→∗

(L(E),w2) and w2 ∈ L(L(E)). This set corresponds to those words that
have a nonempty prefix that can be matched by both branches of the
alternative and can reach L(E). Let I be this set: observe that it is a sub-
set of L(R1R3 ∩�ϵ R2R3). The precondition in each subcall is satisfied,
A(R1R3,E) ⊂ A((R1 | R2)R3,E) and A(R2R3,E) ⊂ A((R1 | R2)R3,E) hold.
We can then apply the inductive hypothesis and, observing that we return
(R1R3 ∩�ϵ R2R3) | M2-rec(R1R3,E) | M2-rec(R2R3,E), we obtain:

M
L(E)
2 ((R1 | R2)R3)

= I ∪M
L(E)
2 (R1R3) ∪M

L(E)
2 (R2R3)

⊆ L((R1R3 ∩�ϵ R2R3) | M2-rec(R1R3,E) | M2-rec(R2R3,E))
(inductive hypothesis and I ⊆ L(R1R3 ∩�ϵ R2R3))

⊆ L((R1R3 ∩�ϵ R2R3)) ∪M2(R1R3) ∪M2(R2R3)
(inductive hypothesis)

=M2((R1 | R2)R3) (analogous to subcase (R1 | R2)R3 if E = ∅)
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3. (regex-head(R), regex-tail(R)) = (R∗1 ,R2). The first action in this case
is a choice. We can divide the setML(E)

2 (R∗1R2) in three subsets: (1) the

words in M
L(E∪{R∗

1R2})
2 (R1R∗1R2); (2) the words in M

L(E)
2 (R2) (they have

as prefix language all the words that can be matched in R∗1 , so that ac-
tually the set corresponds to L(R∗1)M

L(E)
2 (R2)); (3) the words w1w2 with

w1 ∈ Σ+,w2 ∈ Σ∗ such that we obtain (R1R∗1R2,w1w2) −→
∗ (L(E),w2),

(R2,w1w2) −→∗ (L(E),w2) and w2 ∈ L(L(E)). This set corresponds to
those words that have a nonempty prefix that can be matched by both
the expansion of the star and R2, and can then reach L(E). Let I be this
set: observe that it is a subset of L(R1R∗1R2 ∩�ϵ R2). The precondition
in each subcall is satisfied, A(R1R∗1R2,E ∪ {R

∗
1R2}) ⊂ A(R∗1R2,E) and

A(R2,E) ⊂ A(R∗1R2,E) hold. We can then apply the inductive hypothe-
sis and, observing that we return (R1R∗1R2 ∩�ϵ R2) | M2-rec(R1R

∗
1R2,E ∪

{R∗1R2}) | R
∗
1 · M2-rec(R2,E), we obtain:

M
L(E)
2 (R∗1R2)

= I ∪M
L(E∪{R∗

1R2})
2 (R1R∗1R2) ∪ L(R∗1 )M

L(E)
2 (R2)

⊆ L((R1R∗1R2 ∩�ϵ R2)

| M2-rec(R1R∗1R2,E ∪ {R
∗
1R2}) | R

∗
1 · M2-rec(R2,E))

(inductive hypothesis and I ⊆ L(R1R∗1R2 ∩�ϵ R2))

⊆ L(R1R∗1R2 ∩�ϵ R2) ∪M2(R1R∗1R2) ∪M2(R2) (inductive hypothesis)

=M2(R∗1R2) (analogous to subcase R = R∗1R2 if E = ∅)

The overall correctness of M2 (Thm. 4.1) is then a corollary of the correctness
of M2-rec (Thm. A.1).

Corollary A.1 (Correctness of M2)
Let R ∈ R.

L(M2(R)) =M2(R)

Proof
Follows immediately from the fact that M2(R) is M2-rec(R, ∅). The precon-
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dition of Thm. A.1 holds for the arguments. By applying Thm. A.1, we can
observe what follows.

L(M2(R)) = L(M2-rec(R, ∅)) =M2(R)

We now prove the correctness of Lemma 4.2.

Proof (Lemma 4.2)
Let t′ be the subtree from the root (R,w) to the nodes in the frontier
front((R,w)). Observe that the nodes in front((R,w)) are the only ones that
possibly have subtrees outside the portion that we are considering: all the
others are either internal nodes in t′ or do not have children. Observe also
that the number of nodes in t′ does not depend on |w|, but just on R and the
first character of w, if there is any.
The number of nodes in front((R,w)) is bounded by |rch(R)|, since there is
at most one occurrence of any regex R1 ∈ rch(R) in front((R,w)). This is
because, if there were two occurrences of anyR1 ∈ rch(R), this would violate
the hypothesisM2(R) = ∅: there would be two different traces to match the
first character of w. Furthermore, for the same reason, it holds that for each
i ∈ { 1, . . . , |w| }:

|fronti((R,w))| ≤ |rch(R)|

Since the width of the matching tree grows as the size of the frontiers, this
implies that the width of the matching tree is O(|rch(R)|). By Lemma 4.1, the
height of the matching tree is at most linear in the length of the word, so
that |JRK(w)| = O(|w| · |rch(R)|). Since |rch(R)| does not depend on |w|, we
conclude that |JRK(w)| = O(|w|).

We can finally prove the soundness of our analysis (Thm. 4.2).

Proof (Thm. 4.2)
We prove the theorem by induction on nstars(R). The base case is
nstars(R) = 0, namely in R there are no stars. We observe that stars are
the only constructors that allow matching an arbitrary number of characters,
which implies that the size of each matching tree is bounded by a constant
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that does not depend on the input word, namely |JRK(w)| = O(1). This can be
seen as a consequence of the fact that L(R) is finite.
The inductive case is nstars(R) ≥ 1. The only case that we consider is when
regex-head(R) = R∗1 and regex-tail(R) = R2. All other cases can be re-
duced to this: constructors that are not stars can match only a constant num-
ber of characters before reaching a star. Observe that by definition of E,
E(R∗1R2, ϵ, ϵ) =L ⊥r implies E(R2,R

∗
1 , ϵ) =L ⊥r. Since the prefixes do not

change the emptiness of the result, E(R2, ϵ, ϵ) =L ⊥r. By observing that
nstars(R2) < nstars(R∗1R2), we can apply the inductive hypothesis and ob-
tain the following.

|JR2K(w)| = O(|w|nstars(R2)) = O(|w|nstars(R
∗
1R2)–1)

Therefore, for all w ∈ Σ∗, if w′ is a suffix of w, all subtrees JR2K(w′) of JRK(w)
have size atmost polynomial in |w′|, which implies that the size is atmost poly-
nomial in |w|. Since E(R∗1R2, ϵ, ϵ) =L ⊥r, then M2(R∗1) =L ⊥r. By Lemma 4.2
we can observe that matching any word in R∗1 is at most linear in the length
of the input word. Let w ∈ Σ∗. In JR∗1R2K(w) there are at most |w| nodes of
type (R2,w′) after matching any prefix of w in R∗1 , namely at most one for
any prefix of w. This is because M2(R∗1) =L ⊥r implies that it is not possible
to have two different traces that match any prefix of w. These observations
imply that the matching tree can be decomposed in the part in which R∗1 is
expanded (which is linear), and at most |w| subtrees in which R2 is expanded.
We already observed that all those subtress have size O(|w|nstars(R

∗
1R2)–1).

Therefore, we obtain:

|JR∗1R2K(w)| = O(|w|) +
|w|∑
i=1

O(|w|nstars(R
∗
1R2)–1)

= O(|w|) + |w|O(|w|nstars(R
∗
1R2)–1)

= O(|w|nstars(R
∗
1R2))

This proves the theorem. Observe that actually E(R∗1R2, ϵ, ϵ) =L ⊥r can be
caused not exclusively by M2(R∗1) =L ⊥r, but also by R

∗
1R2 =L ⊥r. The only
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language that has as complement the empty language is Σ∗, which implies
that L(R∗1R2) = Σ∗. This case is then analogous to the previous one, because
even though there might be an exponential number of traces to match a
word in R∗1 , only one is actually expanded, since R

∗
1R2 accepts any word. In

this case, there exists no suffix that can make the match fail and trigger the
exhaustive exploration of the set of traces.

Proofs for Chapter 7

Proof (Equation (7.14))
LetR ∈ ℘(D) and T ∈ ℘(V).

αt(R) ⊇ T ⇐⇒ T ⊆ αt(R)

⇐⇒ T ⊆ { x ∈ V |R ⊆ T(x) }

⇐⇒ ∀x ∈ T :R ⊆ T(x)

⇐⇒ ∀x ∈ T : ∀R ∈R : R ∈ T(x)

⇐⇒ ∀R ∈R : ∀x ∈ T : R ∈ T(x)

⇐⇒ R ⊆ {R | ∀x ∈ T : R ∈ T(x) }

⇐⇒ R ⊆
⋂
x∈T

T(x)

⇐⇒ R ⊆ γt(T)

Before proving Thm. 7.1, we give an alternative characterization ofNE.

NE = {R ∈ D | ret /∈ αt({R }) } (A1)

Proof

NE

= {R ∈ D | ∀((m0, i0, r0), (m1, i1, r1)), ((m′0, i
′
0, r
′
0), (m

′
1, i
′
1, r
′
1)) ∈ R :
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m0 = m′0, i0 ̸= i
′
0, r0 = r

′
0 =⇒ m1(ret) = m′1(ret)}

(definition ofNE)

= {R ∈ D | ∄((m0, i0, r0), (m1, i1, r1)), ((m′0, i
′
0, r
′
0), (m

′
1, i
′
1, r
′
1)) ∈ R :

m0 = m′0, r0 = r
′
0 : m1(ret) ̸= m

′
1(ret)} (negation of ∀)

= {R ∈ D | ret ∈ αt({R})} (definition of αt)

= {R ∈ D | ret /∈ αt({R})} (αt defines a partition over V)

Proof (Thm. 7.1)
Follows immediately from Equation (A1).

Proof (Equation (7.15))

αt({R0})

= { x ∈ V | {R0} ⊆ T(x) }

= { x ∈ V | R0 ∈ T(x) }

= { x ∈ V | R0 ∈ {R ∈ D |

∃((m0, i0, r0), (m1, i1, r1)), ((m′0, i
′
0, r
′
0), (m

′
1, i
′
1, r
′
1)) ∈ R :

m0 = m′0, r0 = r
′
0 : m1(x) ̸= m

′
1(x) } } (definition ofT(x))

= { x ∈ V | ∃((m0, i0, r0), (m1, i1, r1)), ((m′0, i
′
0, r
′
0), (m

′
1, i
′
1, r
′
1)) ∈ R0 :

m0 = m′0, r0 = r
′
0 : m1(x) ̸= m

′
1(x) }

⊆ { x ∈ V | ∃((m0, i0, r0), (m1, i1, r1)), ((m′0, i
′
0, r
′
0), (m

′
1, i
′
1, r
′
1)) ∈ R1 :

m0 = m′0, r0 = r
′
0 : m1(x) ̸= m

′
1(x) } (R0 ⊆ R1)

= αt({R1})

Proof (Thm. 7.2)

R1 ∈NE ⇐⇒ ret /∈ { x | R1 ∈ T(x) } (Thm. 7.1)

=⇒ ret /∈ { x | R0 ∈ T(x) } (R0 ⊆ R1 and Equation (7.15))

⇐⇒ R0 ∈NE (Thm. 7.1)
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Proof (Thm. 7.3)
By structural induction. Skip statements and statement composition are
trivial, and we do not report them. The correctness of x = input() follows
from the fact that the variable x is the only one that assumes a different value,
and hence can become tainted after the execution of the statement. For this
reason, { y ∈ T | y ̸= x } exactly corresponds to the set of tainted variables
after the execution of the statement using the hypothesis T = αt({R }). Using
the definition of αt, we can observe that x is tainted if and only if the first
element in the sequence of input can be controlled by the user, namely there
are two executions whose initial states differ only in the user input and end
in different first values for the input sequence. Random read statements are
analogous.
Assignments are similar. Again, the only variable that can assume a different
value is x, so that it is the only one that can become possibly tainted. For this
reason, { y ∈ T | y ̸= x } exactly corresponds to the set of other tainted variables
after the execution of the statement using the hypothesis T = αt({R }). Using
the definition of αt, we observe that x is tainted iff there are two executions
that differ in the initial states only in the input sequence, and result in different
(non-error) values for the arithmetic evaluation in the input memory. This
exactly corresponds to our definition.
By using αt, we can observe that the tainted variables after the execu-
tion of if statements are: 1) those tainted in the then branch; 2) those
tainted in the else branch; 3) those that assume different values in the two
branches, in case which one of the two branches is executed depends on
the user input. The first two cases are simple, and follow by inductive hy-
pothesis. Observe that T \ αt({testJBKR}) exactly corresponds to the set of
tainted variables in the then branch under our assumption that T = αt({R}).
The same holds for T \ αt({testJ¬BKR}) and the else branch. The third
case is covered by the definition of diffJif (B) St else SeK, as it considers
all possible pairs of execution that in the initial state differ only in the
user input, explore different branches, and then result in different values
for some variables. For while statements it is sufficient to observe that
λ(R1,E1,T1) . (R,E,T) ∪̇ ŜtJif (B) Sb else skipK(R1,E1,T1) is monotonic, and
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the correctness of the rule follows from the correctness for if statements.

Proof (Thm. 7.4)
By structural induction. Some cases are trivial, and we do not report them.
For input read statements, it is sound to always taint the variable x, which is
the only variable that possibly assumes a different value.
For random read statements, the only variable that can assume a different
value is x, so that x is the only variable that can become tainted after the
execution of x = rand(). By considering the definition of ŜtJx = rand()K,
we observe that this happens only if the user can control which number in
the sequence of random numbers is read. The soundness then follows by
inductive hypothesis observing that if the user can control the value of the
index variable i, then i is tainted. If i is tainted, then we taint x.
Similarly to the previous cases, x is the only variable that can become tainted
after the execution of assignment x = A. Then, the soundness of the abstract
semantics follows from the fact that taint♯JAK returns ff only if the result of
the arithmetic evaluation is definitely not influenced by user input.
For if statements, the fact that the tainted variables computed in the branches
are an overapproximation of the truly tainted ones follows by inductive hy-
pothesis. Then, we observe that diff♯Jif (B) St else SeK returns more vari-
ables than diffJif (B) St else SeK. If a variable x is in diffJif (B) St else SeK,
then the user can control the outcome of BJBK, and x is definitely assigned
in at least one of the branches. We can then conclude by using the sound-
ness of assigned♯JSK and the fact that if the user can control the evaluation
of the boolean condition, then taint♯JBK is tt. Since while statements are
defined in terms of if statements, the soundness of the former follows from
the soundness of the latter.

The following result is useful to observe the connection between the StJSK and
S
♯
tJSK.

αt({γd(R
♯)}) ⊆ T♯ =⇒ StJSK(γd(R

♯),γd(E
♯)) ⊆̇γ(S♯tJSK(R

♯,E♯,T♯)) (A2)
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Proof

StJSK(γd(R
♯),γd(E

♯)) =̇ ŜtJSK(γd(R
♯),γd(E

♯),αt({γd(R
♯)})) (Thm. 7.3)

⊆̇ ŜtJSK(γd(R
♯),γd(E

♯),T♯)
(αt({γd(R♯)}) ⊆ T♯ and monotonicity of ŜtJSK)

⊆̇ γ(S♯tJSK(R
♯,E♯,T♯)) (Thm. 7.4)

Proof (Thm. 7.5)
The fundamental observation to prove that if ret is tainted in the concrete
semantics, then it is tainted in the abstract semantics is that if ret is tainted
in the concrete, then there is at least one statement in which a runtime error
occurs, and such an error can be triggered by the user. Since the abstract
semantics taints ret every time there is a possible runtime error that could
be triggered by the user, if ret is tainted in the concrete semantics, it will
definitely be tainted in the abstract semantics.
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RAT Implementation Details

We implemented our ReDoS analysis detection technique in the RAT [40] tool
(ReDoS Abstract Tester) in less than 5000 lines of OCaml code. In this section, we
describe the most meaningful portions of the implementation. Transitional regular
expressions (see Section 4.3), which are the input of the analysis, are represented
as an algebraic data type. The stars are labelled as closed or not by a boolean flag.
Transitional regular expressions are implemented in the Remodule.
1 (** Type of the regular expressions. *)

2 type t =

3 | Epsilon

4 | Char of Charset.t

5 | Concat of t * t

6 | Alternative of t * t

7 | Star of bool * t (* true if the star can be expanded. *)

Characters are implemented as character classes, namely non-empty sets of
characters rather than single characters. As discussed in Section 5.4, this enhances
the performance of our implementation. The output of our ReDoS analysis is a
possibly-empty regular expression, namely an element of R⊥. We implement R⊥

as extended regular expressions (see Section 3.2), namely possibly empty regular
expressions with symbolic intersection and complement operations. Since in our
algorithmwe extensively use such operations, this again improves the performance
of our detector. The extended regular expressions are implemented in the ExtRe
module as follows.
1 (** Extended regular expressions. *)

229
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2 type t =

3 | Empty

4 | Epsilon

5 | Char of Charset.t

6 | Concat of t list

7 | Alternative of t list

8 | Star of t

9 | Inter of t list

10 | Compl of t

The concatenation, alternative, and intersection constructors use lists rather
than pairs of regular expressions. This representation makes it more efficient
to perform some operations, such as folding, on large expressions. The ExtRe

module exposes smart constructors (see Section 3.2), namely constructors that
automatically reduce the size of the regular expressions when building them, while
preserving the accepted language. An example is concat, which automatically
removes Epsilon from the concatenation. To convert from Re.t (i.e., transitional
regular expressions) to ExtRe.t (i.e., extended regular expressions), we use the
to_ext_re function, which is trivial and we do not report here.

Observe that we do not use smart constructors and optimized algorithms to
build transitional regular expressions, as it is important to faithfully represent
the input of the analysis. This is due to the fact that we do not want to inject or
remove potential ReDoS vulnerabilities, which depend on the syntax of the regular
expressions. Consider, for instance, the vulnerable expression (a | a)∗. If we used
a smart constructor for the alternative that simplifies R | R to R, we would obtain
as input a∗, where the vulnerability has been removed. This would result in an
unsound analysis. On the other hand, extended regular expressions are used only
to compute the attack language, and can leverage smart constructors in order to
reduce their size and, therefore, improve the performance.

The attack language computed by our analysis is the union of regular expres-
sions that have the form P · R∗ · S, for some prefix P, pump R, and suffix S. We
represent this regular expression with a specific type in the AttackFamilymodule:

1 type t = {

2 prefix : ExtRe.t;

3 pump : ExtRe.t;

4 suffix : ExtRe.t
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5 }

The result of the analysis is then a set of AttackFamily.t, which in our imple-
mentation is AttackFamilySet.t. The analysis matches the definition of E, and it
is implemented as follows.

1 (** [exp_attack_families r] returns the families of

2 exponentially attack words for the regex [r]. *)

3 let rec exp_attack_families r =

4 exp_attack_rec ExtRe.eps ExtRe.eps r

5 |> AttackFamilySet.remove_empty

6
7 and exp_attack_rec pref suff r =

8 match r with

9 | Epsilon -> AttackFamilySet.empty

10 | Char _ -> AttackFamilySet.empty

11 | Alternative (r1, r2) ->

12 exp_attack_rec_alternative pref suff r1 r2

13 | Concat (r1, r2) ->

14 exp_attack_rec_concat pref suff r1 r2

15 | Star (_, r1) ->

16 exp_attack_rec_star pref suff r r1

17
18 and exp_attack_rec_alternative pref suff r1 r2 =

19 AttackFamilySet.union

20 (exp_attack_rec pref suff r1)

21 (exp_attack_rec pref suff r2)

22
23 and exp_attack_rec_concat pref suff r1 r2 =

24 AttackFamilySet.union

25 (exp_attack_rec pref (ExtRe.concat (to_ext_regex r2) suff) r1)

26 (exp_attack_rec (ExtRe.concat pref (to_ext_regex r1)) suff r2)

27
28 and exp_attack_rec_star pref suff r r1 =

29 let pref = ExtRe.concat pref (to_ext_regex r) in

30 let suff = ExtRe.concat (to_ext_regex r) suff in

31 let negated_suff = ExtRe.compl suff in

32 let pump = m2 r in

33 let attack_family =

34 AttackFamilySet.singleton

35 { prefix = pref; pump; suffix = negated_suff }
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36 in

37 let attack_e ’ = exp_attack_rec pref suff r1 in

38 AttackFamilySet.union attack_family attack_e ’

The function exp_attack_rec exactly corresponds to the analysis E. We now
show how the function M2 (see Algorithm 2) is implemented. The module RS is an
alias to the RegexSet module, that implements sets of regular expressions.

1 (** [m2 r] returns the language of words that can possibly be

2 matched in at least two traces in the expression [r]. *)

3 let rec m2 r = m2_rec r RS.empty

4
5 and m2_rec r explored =

6 if RS.mem r explored then ExtRe.empty

7 else

8 match (head r, tail r) with

9 | Epsilon , _ | Star (false , _), _ -> ExtRe.empty

10 | (Char _ as a), r1 ->

11 ExtRe.concat

12 (to_ext_regex a)

13 (m2_rec (Re.refesh_stars r1) explored)

14 | Alternative (r1, r2), r3 ->

15 let inter =

16 non_eps_iter (Concat (r1, r3)) (Concat (r2, r3)) in

17 let left = m2_rec (Concat (r1 , r3)) explored in

18 let right = m2_rec (Concat (r2 , r3)) explored in

19 ExtRe.alternative inter (ExtRe.alternative left right)

20 | (Star (true , r1) as r1_star), r2 ->

21 let expanded =

22 Concat (r1 , Concat (Star (false , r1), r2)) in

23 let inter = non_eps_iter expanded r2 in

24 let left = m2_rec expanded (RS.add r explored) in

25 let right =

26 ExtRe.concat

27 (to_ext_regex r1_star) (m2_rec r2 explored) in

28 ExtRe.alternative inter (ExtRe.alternative left right)

The last interestingpart of the code thatwe report is theprocedure non_eps_inter,
which computes the ∩

�ϵ
operator as described in Section 4.4 (see Algorithm 3).

1 (** [remove_eps r] returns a regular expression [r’] that

2 accepts the same language as [r] without [Epsilon ]. *)
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FIGURE A1. Example usage of the RAT tool

3 let rec remove_eps r =

4 match (head r, tail r) with

5 | Epsilon , _ | Star (false , _), _ -> ExtRe.empty

6 | (Char _ as a), r1 ->

7 ExtRe.concat

8 (to_ext_regex a) (refesh_stars r1 |> to_ext_regex)

9 | Alternative (r1, r2), r3 ->

10 ExtRe.alternative

11 (remove_eps (Concat (r1 , r3)))

12 (remove_eps (Concat (r2 , r3)))

13 | Star (true , r1), r2 ->

14 ExtRe.alternative

15 (remove_eps (Concat (r1 , Concat (Star (false , r1), r2))))

16 (remove_eps r2)

17
18 let non_eps_iter r1 r2 =

19 ExtRe.inter (remove_eps r1) (remove_eps r2)

Figure A1 shows RAT’s output when analyzing the regular expression (a | a)∗

assuming the fullmatch semantics. Observe that the tool prints the computed
attack language and an example exploit string. The length of the exploit string
can be adjusted with a command-line parameter. Exploit strings are obtained
by transforming the attack language into an automaton (see Section 3.3 for an
overview of the existing conversion methods between regular expressions and
automata), and then performing a breadth-first search from the initial state to any
accepting state to compute an attack word.
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Appendix C

Interval analysis helper
functions

In this section, we define the helper functions used in the analysis proposed in
Section 7.8. First, by relying on zero♯JAK, we define a function that determines
whether there is a possible runtime error in the evaluation of expressions:

haserror♯JAK⊥♯ ≜ ff

haserror♯JnKR♯ ≜ ff

haserror♯JxKR♯ ≜ ff

haserror♯JA1 ⋄ A2KR♯ ≜


tt if ⋄ = /, zero♯JA2KR♯

tt if haserror♯JA1KR♯ or haserror♯JA2KR♯

ff otherwise

The function assigned♯JSKmust be sound with respect to the following:

{ x | ∃((m0, i0, r0), (m1, i1, r1)) ∈ γt(R♯) : ∃(m2, i2, r2) :

((m0, i0, r0), (m2, i2, r2)) ∈ SJSK({((m0, i0, r0), (m1, i1, r1))}, ∅) :

m1(x) ̸= m2(x) } ⊆ assigned♯JSKR♯

235
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Then, for intervals, we define the function assigned♯iJSK : V♯
I → ℘(V) as follows.

assigned
♯
iJSK⊥

♯ ≜ ∅

assigned♯iJskipKR
♯ ≜ ∅

assigned♯iJS1; S2KR
♯ ≜ assigned♯iJS1KR

♯ ∪ assigned♯iJS2K(S
♯

V♯
I

JS1KR♯)

assigned♯iJx = input()KR♯ ≜ {x}

assigned♯iJx = rand()KR♯ ≜ {x, i}

assigned♯iJx = AKR♯ ≜ { ret | haserror♯JAKR♯ }∪

{ x | ¬isconst♯iJAKR
♯ or ¬isconst♯iJxKR

♯ or

R♯(x) ̸= A
♯

V♯
I

JAKR♯ }

assigned♯iJif (B) St else SeKR
♯ ≜ { ret | haserror♯JBKR♯ }∪

assigned♯iJStK(test
♯

V♯
I

JBKR♯)∪

assigned♯iJSeK(test
♯

V♯
I

J¬BKR♯)

assigned♯iJwhile (B) SbKR
♯ ≜ let (R♯f ,X f ) = lim Fn(⊥♯, ∅) in X f

where F(R♯1,X1) ≜ let R♯2 = R
♯
1∇i (R

♯ ∪♯
V♯

I

S
♯

V♯
I

Jif (B) Sb else skipKR
♯
1) in

let X2 = X1 ∪ assigned
♯
iJif (B) Sb else skipKR

♯
1 in

(R♯2,X2)

Observe that we do not include in assigned♯iJx = AK the variable x is case its
value is not modified by the statement, for instance in x = 0 when x is already 0.
For x not to be included in assigned♯Jx = AK, the arithmetic evaluation of Amust
be constant, the previous value of x in R♯ must be constant, and the two must be
exactly the same interval.
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